Modeling Microgrid Islanding Problems as DCOPs
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Abstract—In this paper, we formulate the microgrid islanding problem as distributed constraint optimization problem (DCOP) and investigate the feasibility of solving it using off-the-shelf DCOP algorithms. This paper puts forward the potential of distributed constraint reasoning paradigm as a candidate for solving common microgrids problems.

Index Terms—Microgrid, Islanding, Distributed Constraint Optimization.

I. INTRODUCTION

Every year, several major and minor weather calamities either severely damage the power infrastructure or cause power disruptions around the world. The recent power outage due to a severe storm affected more than 200,000 people in the areas of Oklahoma, Missouri, and Illinois [1]. It highlighted the need to modernize the power system in order to avoid such power failures. Customer-Driven Microgrid (CDMG) is a new paradigm which offers a reliable option to minimize and localize such power failures and can be operated with or without the main power grid [2]. A customer-driven microgrid consists of a conventional residential feeder serving residential and commercial facilities with controllable loads and distributed generation sources; loads and sources are managed by intelligent software agents on behalf of customers.

During major power outages and blackouts, these smart facilities in a microgrid can form islands and locally satisfy the power demands of the customers. The literature has explored methodologies to automatically realize the grid reconfiguration operations necessary to achieve optimal islanding; this is, however, not ideal—centralized decision points represent single points of failure and may affect overall security, reliability and robustness. The challenge is how to resolve the islanding problem in a fully distributed manner.

This paper proposes a load-centric formulation of the islanding problem. A load-centric approach is critical because, in case of an emergency, power accessibility is a more important issue than economical reasons. In such scenarios, the goal should be to satisfy at least the critical demands of the largest possible population.

This paper also proposes to solve the microgrid islanding problem in a fully decentralized manner using the Distributed Constraint Optimization Problem (DCOP) framework [3], [4], [5]. The DCOP framework represents a relatively recent branch within the general field of distributed Artificial Intelligence. A DCOP is a problem in which a group of agents must distributively choose values for a set of variables, in such a way to optimize the overall cost of a set of constraints over the variables. The focus of this paper is to show how a general power network optimization problem can be modeled as a DCOP and thus can be solved in a fully decentralized manner to find a globally optimal solution. This paper is an attempt towards introducing a general distributed problem solving framework to solve modern distribution system problems.

The structure of this paper is as follows. We first provide some background on the islanding problem; Section II describes the work done by other researches in this field. Section III presents our formulation of islanding problem. In Section IV, we give a brief introduction of distributed constraint optimization problems, some off-the-shelf algorithms to solve DCOP and their taxonomy. We then show how we can use DCOP to model the islanding problem in Section V. Finally, we present some test cases in Section VI and conclude in Section VII.

II. BACKGROUND

Islanding in conventional distribution feeder or microgrids is very similar to the reconfiguration and restoration problems in conventional power systems, shipboard systems and isolated power systems [6], [7], [8], [9], [10], [11]. Reconfiguration, in this context, is the restoration of energy service under the conditions of system failure, by isolating faults and balancing the load and generation in order to minimize the zones without power. Researchers have adopted several approaches to address these problems and applied classical as well as evolutionary optimization algorithms with single or multiple objectives. For example, Rao et al. [6] propose an artificial bee colony algorithm to determine the operation of switches for a radial distribution network reconfiguration. The authors minimize the network losses while satisfying the voltage and current limits constraints, and argue the superiority of the proposed methods compared to other optimization schemes, such as genetic algorithm and simulated annealing. The authors in [7] develop a genetic algorithm based method for network restoration after clearing of a fault. Vadivoo et al. [7] solve a multi-objective function with fundamental network constraints to restore IEEE 16 and 33 bus feeders with and without adding distributed generation; they argue that the addition of distributed generation significantly reduces system losses and voltage drop. In [8], a method based on the integration of genetic algorithm and
fuzzy multi objective programming is proposed for network configuration, under both normal and faulty conditions. The state of the switches is determined for the predetermined fault locations, and losses are minimized while satisfying the voltage magnitudes and line flows.

While the above mentioned approaches adopt centralized methods to solve the network reconfiguration, restoration, and islanding problems, some researchers have also explored distributed approaches to tackle these problems [9], [10], [11]. In [9], a decentralized agent based control is applied for reconfiguration of a mesh-structured power system. The proposed market-based reasoning algorithm aims to maximize the critical loads of the system by satisfying the voltage and current limit constraints. The authors in [11] also use DPOP, an algorithm to tackle DCOP problems, to solve the reconfiguration of power networks for power restoration after a fault. However, their objective is to minimize the global cost of the network with capacity constraints in the lines. In the literature, the majority of the researchers have solved the reconfiguration problem using different algorithms by merely switching objectives and constraints. The global aim is to minimize either the network cost or the losses. Our approach is quite unique, in the sense that we are taking a load centric approach, where our goal is to minimize the unserved load of the system—this is more critical after a fault when a system needs restoration.

In our own previous work, we developed a decentralized, rule-based algorithm for islanding a microgrid in case of a fault with only neighbor-to-neighbor communication [10]. A fully distributed solution was demonstrated for the islanding problem with complete ac power flow constraints in [10]. The approach made use of the Gauss-Seidel algorithm for power flow, which is intuitive for distributed use, but unfortunately has poor convergence guarantees. An alternative method to solve the power flow equations is the Newton-Raphson method, which has better convergence properties, but it is less suitable to distributed application.

This paper is a step towards realizing the potential of distributed constraint optimization modeling and algorithms, like DPOP, with guaranteed convergence, applied to the resolution of non-linear problems in power systems.

III. THE ISLANDING PROBLEM FORMULATION

The islanding problem frames the following question: “Determine the status of switches in order to serve critical load and then maximize the load served?” Figure 1 shows a mathematical formulation of the problem, where

- $n$ is the number of nodes in the network;
- $P_{gi}$ is the power generation at node $i$;
- $P_{li}$ is the power consumption at node $i$;
- $P_{tij}$ is the transmission line flow between nodes $i$ and $j$;
- $P_{gij}$ is the maximum generation capacity at node $i$;
- $P_{li}$ and $P_{li}^\hat{}$ is the maximum and minimum power consumption at node $i$, respectively;
- $P_{tij}$ is the maximum transmission line capacity between nodes $i$ and $j$;

Minimize $\sum_{i=1}^{n} W(p_{li} - P_{li}) + (P_{li} - P_{li})$ \hspace{2cm} (1)

subject to the following constraints:

$P_{gi} - P_{li} - \sum_j P_{tij} = 0 \hspace{2cm} \forall i$ \hspace{2cm} (2)

$P_{tij} + P_{tji} = 0 \hspace{2cm} \forall i, j$ \hspace{2cm} (3)

$P_{gi} \in \{0, \ldots, P_{gij}\} \hspace{2cm} \forall i$ \hspace{2cm} (4)

$P_{li} \in \{0, P_{li}^\hat{}, \ldots, P_{li}\} \hspace{2cm} \forall i$ \hspace{2cm} (5)

$P_{tij} \in \{-P_{tij}, \ldots, P_{tij}\} \hspace{2cm} \forall i$ \hspace{2cm} (6)

$S_{ij} \times P_{tij} \leq P_{tij} \leq S_{ij} \times P_{tij} \hspace{2cm} \forall i, j$ \hspace{2cm} (7)

$S_{ij} \leq |P_{tij}| \hspace{2cm} \forall i, j$ \hspace{2cm} (8)

$S_{ij} \in \{0, 1\} \hspace{2cm} \forall i, j$ \hspace{2cm} (9)

Fig. 1: Mathematical Model of the Islanding Problem

$- S_{ij}$ is the status of switch between nodes $i$ and $j$.

This formulation restricts all the variables to take only integer values. The objective function in Equation (1) is to minimize the unserved load in the network. The objective function is the sum of two parts. The first part of the objective function is the difference between the critical load ($p_{li}$) and the served load ($P_{li}$) at node $i$. This part of the objective function is multiplied by a weight ($W$), which should be bigger than the maximum load at any node. This ensures that the critical loads of all the nodes should be served first. The second part of the objective function is the difference between the maximum load at node $i$ ($P_{li}$) and served load ($P_{li}$). This part ensures that the maximum possible load of node $i$ is served.

This optimization problem is subject to the following constraints. Equation (2) assumes that there are no losses in the system. Thus, total power generated in the network is equal to the total power consumed by the network. Equation (3) ensures that the power transferred from node $i$ to node $j$ is equal to the power received by node $j$. The constraints in Equations (4) and (5) represent the generation and load limits at node $i$; the constraint in Equation (6) represents the capacity of the line between node $i$ and node $j$. The constraint in Equation (7) ensures that power is flowing between nodes $i$ and $j$ only if the switch between the two nodes is closed. Equation (8) makes sure that the switch is closed only when the the power is flowing between the node $i$ and node $j$. The constraint in Equation (9) restricts the possible values of $S_{ij}$ to 0 and 1, where a value of 0 (1) indicates that the switch between nodes $i$ and $j$ is open (closed).

IV. DISTRIBUTED CONSTRAINT OPTIMIZATION PROBLEMS

A. Basic Definitions

Let us review the distributed constraint optimization problem (DCOP) framework, which we will later use to model the islanding problem described in Section III. A DCOP [3], [4], [5] is defined by a tuple $(\mathcal{A}, \mathcal{X}, \alpha, \mathcal{D}, \mathcal{F})$, where:
A solution is a value assignment for a subset of variables. The cost of the solution is the evaluation of all constraints on that solution. A solution is complete iff it is a value assignment for all variables. The goal is to find a cost-minimal complete solution $X^*$:

$$X^* = \arg\min_{X} \sum_{F_i \in F} F_i(x_{i_1}, \ldots, x_{i_n} | x_{i_1}, \ldots, x_{i_n} \in X)$$

(10)

A constraint graph visualizes a DCOP instance, where nodes in the graph correspond to variables in the DCOP and edges connect pairs of variables appearing in the same constraint. Many complete algorithms (see also Figure 3) operate by ordering the variables in the DCOP by constructing a DFS pseudo-tree during a pre-processing step. A DFS pseudo-tree arrangement has the same nodes and edges as the constraint graph, and: (i) there is a subset of edges, called tree edges, that form a rooted tree, and (ii) two variables appearing in the same constraint appear in the same branch of that tree. The other edges are called backedges. A tree edge connects two nodes that are in a parent-child relationship, while a backedge connects two nodes that are in a pseudo-parent and pseudo-child relationship. A backedge between the two nodes thus represents a constraint shared by these nodes, which are not connected by a tree-edge. A DFS pseudo-tree arrangement can be constructed using distributed DFS algorithms [12].

Figure 2(a) shows the constraint graph of a sample DCOP, with three agents controlling variables with domain $\{0, 1\}$. The three edges of the constraint graph represent three constraints shared by variables $a_1, a_2,$ and $a_3$. Figure 2(b) shows one possible pseudo-tree (the dotted line is a backedge). If two variables $a_i$ and $a_j$ share a soft-constraint then the third column in Figure 2(c) shows the cost of the three constraints when $a_i$ and $a_j$ assume the values given in first and second columns respectively. A DCOP solution minimizes or maximizes the sum of the constraint costs.

### B. Distributed Constraint Optimization Algorithms

Each agent in a DCOP algorithm is responsible for assigning values to its variables and coordinating with other agents, via messages, to find a complete assignment to the DCOP. Typically, DCOP algorithms assume that the messages sent between agents can be delayed by a finite amount of time but are never lost. Additionally, all DCOP algorithms are designed such that each agent requires only local information, that is, it only knows about its constraints and its neighboring agents that it shares constraints with.

Figure 3 shows a general taxonomy of DCOP algorithms. They generally fall into two categories: complete algorithms, that are guaranteed to find an optimal solution, and incomplete algorithms that may not lead to an optimal solution. Incomplete algorithms typically employ local search strategies to find locally optimal solutions, and thus can potentially get trapped in local optima. Nevertheless, since solving DCOP problems optimally is NP-hard [3], such algorithms are convenient in large problems, where finding the cost-minimal solution might incur high computation costs. Examples of incomplete DCOP algorithms include DBA [13], MGM [14], DSA [15], Max-Sum [16] and the more recent class of region-optimal algorithms [17], [18], [19], [20].

Complete algorithms can be divided into the following two groups:

- **Partially centralized algorithms** allow some agents to transfer their constraint information to a central agent for processing. OptAPO [21] is an example of a partially centralized algorithm that uses cooperative mediation, where certain agents act as mediators to centrally solve overlapping subproblems.

- **Fully decentralized algorithms** do not have central agents that collect constraint information of other agents. Rather, every agent has access to only its own constraint information. Fully decentralized algorithms are further divided into two groups: inference and search algorithms.
• Inference algorithms, like DPOP [4], use dynamic programming to propagate aggregated constraint utilities from one agent to another agent. The number of messages sent between agents is linear in the number of agents. However, its memory requirements are exponential in the induced width of the problem which, in the worst case, can be exponential in the number of agents.

• Search algorithms, like SBB [22], ADOPT [3], NCBB [23] and AFB [24], search through the solution space to find an optimal solution. Their memory requirements are polynomial in the number of agents. However, the number of messages sent between agents can be exponential in the number of agents.

Therefore, both groups are desirable under different conditions as there is a tradeoff between space (memory requirements) and time (number of messages sent).

V. ISLANDING PROBLEM AS DCOP

We now show how one can model the Islanding problem described in Sections III as a DCOP, and use existing DCOP algorithms to solve it. We will illustrate this model using a 4-node network as an example. However, the techniques proposed here are easily generalizable to arbitrary networks. Figure 4 shows our example, where each node is assumed to have an autonomous agent that is capable of controlling the power generation and consumption at its node.

Using the definition of DCOPs described in Section IV, we will now define the tuple \( \langle A, X', \alpha, D, \mathcal{F} \rangle \) for our example:

- \( A \) consists of four agents \( \{a_1, a_2, a_3, a_4\} \), one for each node of the network.
- \( X' \) consists of variables \( P_{gi}, Pl_i, Pt_{ij}, S_{ij} \) for each agent \( a_i \) and its neighboring agent \( a_j \).
- \( \alpha \) maps each variable \( P_{gi}, Pl_i, Pt_{ij}, S_{ij} \) to agent \( a_i \).
- \( D \) consists of the domains \( D_{P_{gi}}, D_{Pl_i}, D_{Pt_{ij}} \) and \( D_{S_{ij}} \) for each agent \( a_i \) and its neighboring agent \( a_j \), where:
  - \( D_{P_{gi}} = \{0, \ldots, \hat{P}_{gi}\} \) is the domain of variable \( P_{gi} \);
  - \( D_{Pl_i} = \{pl_i, \ldots, Pl_i\} \) is the domain of variable \( Pl_i \);
  - \( D_{Pt_{ij}} = \{-\hat{Pt}_{ij}, \ldots, \hat{Pt}_{ij}\} \) is the domain of variable \( Pt_{ij} \);
  - \( D_{S_{ij}} = \{0, 1\} \) is the domain of variable \( S_{ij} \).

- \( \mathcal{F} \) consists of the following \( n \)-ary constraints for each agent \( a_i \):
  - Hard constraint: \( P_{gi} - Pl_i - \sum_{j \in N_i} Pt_{ij} = 0 \), where \( N_i \) is the set of neighboring agents of agent \( a_i \).
  - Hard constraint: \( Pt_{ij} + Pt_{ji} = 0 \) for each neighboring agent \( a_j \).
  - Hard constraint: \( S_{ij} \leq |Pt_{ij}| \) for each neighboring agent \( a_j \).
  - Soft constraint: \( W(\hat{P}_{li} - Pl_i) + (\hat{P}_{li} - Pl_i) \).

The cost of a hard constraint is 0 if the constraint is satisfied and \( \infty \) otherwise. The cost of a soft constraint is exactly the evaluation of the constraint.

Given this model, the constraint graph for our example network is shown in Figure 5. The solution to such DCOP maps to a solution of the islanding problem because of the following:

- The objective function of the islanding problem in Equation (1) can be decomposed into the sum of individual functions for each agent, and each such function is represented as a soft constraint. A DCOP solution minimizes the sum of constraint costs, and thus minimizes the objective function as well.
- The constraints in Equations (2), (3), (7) and (8) are satisfied, because the DCOP solution will have a cost of \( \infty \) otherwise, due to the hard constraints.
- The constraints in Equations (4), (5), (6) and (9) are satisfied, because the possible values of the variables \( P_{gi}, Pt_{ij}, Pt_{ji} \) and \( S_{ij} \) are bounded from above by \( \hat{P}_{gi}, \hat{Pt}_{ij}, \hat{Pt}_{ji} \), and 1 respectively, and from below by 0, \( -\hat{Pt}_{ij} \), \( -\hat{Pt}_{ji} \) and 0, respectively.

VI. TEST CASES

Using the above formulation, we solved a 7-node test feeder, as shown in Figure 6, using DPOP [4], one of the state-of-the-art DCOP algorithms, whose implementation is publicly available as part of the FRODO simulator [25].
We ran the following three test cases and the results are shown in Table I.

**A. Test Case I**

For the first test case, we assigned the following values to the parameters:

\[
\begin{align*}
P_{g1} &= 1, & P_{g2} &= 0, & P_{g3} &= 2, & P_{g4} &= 7, \\
Pg &= 7, & P_{g6} &= 0, & P_{g7} &= 7, \\
Pt_{12} &= 5, & P_{t2} &= 5, & P_{t3} &= 5, & P_{t4} &= 5, \\
Pt_{13} &= 5, & P_{t6} &= 5, & P_{t7} &= 5, \\
Pt_{12} &= 3, & P_{t2} &= 2, & P_{t3} &= 2, & P_{t4} &= 2, \\
Pt_{12} &= 2, & P_{t2} &= 2, & P_{t3} &= 2, & P_{t4} &= 2, \\
W &= 100.
\end{align*}
\]

The results (Table I) show that all the nodes are trying to satisfy their maximum possible loads. However, in order to make the biggest possible island, node 2 transfers its 2 units of power to node 1 instead of satisfying its full load, so that node 1 can satisfy at least its critical load. Thus, all the nodes make one single island.

**B. Test Case II**

For the second test case, we used the same parameters as in case 1 except that we increased the critical load value of node 1 from 3 to 4. As the results show in the Table I, now node 1 has no way to satisfy its critical load, so it isolates itself from the island and the switches \(S_{12}\) and \(S_{21}\) assume the value 0. Thus, nodes 2 to 7 make one self-sustained island.

**C. Test Case III**

For the third test case we assigned the following values to the parameters:

\[
\begin{align*}
\tilde{P}_{g1} &= 0, & \tilde{P}_{g2} &= 0, & \tilde{P}_{g3} &= 1, & \tilde{P}_{g4} &= 5, \\
\tilde{P}_{g5} &= 5, & \tilde{P}_{g6} &= 5, & \tilde{P}_{g7} &= 5, \\
\tilde{P}_{t1} &= 5, & \tilde{P}_{t2} &= 5, & \tilde{P}_{t3} &= 5, & \tilde{P}_{t4} &= 5, \\
\tilde{P}_{t5} &= 5, & \tilde{P}_{t6} &= 5, & \tilde{P}_{t7} &= 5, \\
\tilde{P}_{t12} &= 2, & \tilde{P}_{t23} &= 2, & \tilde{P}_{t37} &= 2, \\
\tilde{P}_{t52} &= 2, & \tilde{P}_{t36} &= 2, & \tilde{P}_{t37} &= 2, \\
W &= 100.
\end{align*}
\]

In this scenario, node 1 and node 2 do not have enough generation to satisfy their own critical loads and the lines connecting node 1 and node 2 with the rest of the network do not have enough capacity to transmit power for satisfying at least their critical loads. So, these two nodes isolate themselves from the network. This results in three islands. Node 4 and node 5 make two separate single node islands and node 3, 6, and 7 form one island together.

**VII. Conclusions and Discussions**

In this paper, we presented a load centric formulation of the microgrid islanding problem. We also demonstrated how such a formulation can be modeled and solved using DCOPs.
in a fully distributed manner, with a guarantee to find globally optimal solution using off-the-shelf DCOP algorithms. This decentralized formulation is appealing as it allows the problem to be solved in parallel and maintains the privacy of users by providing only local information to each agent instead of the information of the entire problem.

This formulation is a work in progress and our future work includes the expansion of this formulation by incorporating the non-linear power flow constraints and solve it for standard IEEE test feeders. Another challenge for our future work is to exploit domain properties to increase the scalability of these algorithms in order to deploy them in the real world.
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