ABSTRACT
In this paper, we present two simple optimizations that can reduce the number of priority queue operations for A* and its extensions. Basically, when the optimized search algorithms expand a state, they check whether they will expand a successor of the state next. If so, they do not first insert it into the priority queue and then immediately remove it again. These changes might appear to be trivial but are well suited for Generalized Adaptive A*, an extension of A*. Our experimental results indeed show that they speed up Generalized Adaptive A* by up to 30 percent if its priority queue is implemented as a binary heap.
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1. INTRODUCTION
A* [1] is probably the most popular search algorithm in artificial intelligence and has been extended in various directions, resulting in search algorithms such as Generalized Adaptive A* [10], Learning Real-Time A* [6], Dynamic Weighting A* [9] and Anytime Replanning A* [7]. In this paper, we present two simple optimizations that can reduce the number of priority queue operations for A* and its extensions. Basically, when the optimized search algorithms expand a state, they check whether they will expand a successor of the state next. If so, they do not first insert it into the priority queue and then immediately remove it again.
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2. NOTATION
Although A* and its extensions apply to general graphs, we illustrate them and our optimizations on four-neighbor grids with blocked and unblocked cells. S is the set of all cells, s\textsubscript{start} \in S is the start cell of the search, and s\textsubscript{goal} \in S is the goal cell of the search. If cell s \in S is unblocked, then succ(s) \subseteq S is the set of its neighboring cells that are unblocked. Otherwise, succ(s) = \emptyset. Moving from a cell s \in S to its successor s' \in succ(s) has cost c(s,s') = 1. Moving from a cell s \in S to any other cell s' \in S has cost c(s,s') = \infty.

3. A*
We describe a version of A* that we will later generalize to Generalized Adaptive A*. Its pseudocode is shown in Figure 1.

3.1 Heuristics
A* and its extensions use h-values (= heuristics) to focus their search. The h-values are derived from user-supplied H-values H(s,s') that estimate the cost of moving from cell s \in S to cell s' \in S. The user-supplied H-values H(s,s') have to satisfy the triangle inequality, namely satisfy H(s',s'') = 0 and 0 \leq H(s,s') \leq c(s,s'') + H(s'',s') for all cells s, s', s'' \in S. In this case, the h-values h(s) = H(s,s\textsubscript{goal}) are consistent with respect to any goal cell s\textsubscript{goal} \in S, namely satisfy h(s\textsubscript{goal}) = 0 and 0 \leq h(s) \leq c(s,s') + h(s') for all cells s \in S and s' \in succ(s) (Consistency Property) [8]. We use the Manhattan distances as H-values, that is, the smallest cost of moving from one cell to another cell on a four-neighbor grid without blocked cells.

3.2 Values
A* maintains four values for every cell s \in S: (1) the h-value h(s) := H(s,s\textsubscript{goal}) is an approximation of the smallest cost of moving from cell s to the goal cell, as described above. (2) The g-value g(s) is the smallest cost of moving from the start cell to cell s found so far. (3) The f-value f(s) := g(s) + h(s) is an estimate of the smallest cost of moving from the start cell via cell s to the goal cell. (4) The parent pointer parent(s) points to the parent of cell s in the A*
function Main()
    g(prev) := 0;
    parent(prev) := NULL;
    OPEN := \emptyset;
    OPEN.Insert(s_start, g(s_start) + h(s_start));
    CLOSED := \emptyset;
    while OPEN ≠ \emptyset
        s := OPEN.Pop();
        if s = s_goal
            return "path found";
        foreach s' ∈ succ(s)
            if s' ∉ CLOSED
                OPEN.Insert(s', g(s') + h(s'));
            else if g(s') + c(s, s') < g(s)
                g(s') := g(s) + c(s, s')
                parent(s') := s;
                OPEN.Replace(s');
            OPEN.Insert(s', g(s') + h(s'));
    return "no path found";

Figure 1: A*.

search tree. The parent pointers are used to extract the path after the search terminates.

3.3 OPEN and CLOSED Lists

A* maintains two data structures: (1) The OPEN list is a priority queue that contains all cells to be considered for expansion. OPEN.Insert(s, x) inserts cell s with value x into the OPEN list, OPEN.Remove(s) removes cell s from the OPEN list, and OPEN.Pop() removes a cell with the smallest value from the OPEN list and returns it. (2) The CLOSED list is a set that contains all cells that have already been expanded.

3.4 Algorithm

A* repeats the following procedure until the OPEN list is empty (Line 23) or it is about to expand the goal cell (Line 10): It removes a cell s with the smallest f-value from the OPEN list (Line 08), inserts the cell into the CLOSED list (Line 11) and expands it by performing the following operations for each successor s' ∈ succ(s) of cell s. If cell s' is neither in the OPEN nor CLOSED list, then A* generates the cell by assigning g(s') := g(s) + c(s, s'), setting the parent pointer of cell s' to cell s, and then inserting cell s' into the OPEN list with f-value f(s') = g(s') + h(s') (Lines 15-17). If cell s' is in the OPEN list and g(s) + c(s, s') < g(s'), then A* updates cell s' by assigning g(s') := g(s) + c(s, s'), setting the parent pointer of cell s' to cell s, and then updating the f-value of cell s' in the OPEN list to f-value f(s') = g(s') + h(s') (Lines 19-22).

3.5 Properties

A* has the following properties if its h-values are consistent [8].

- A* Property 1: The sequence of the f-values of the expanded cells is monotonically non-decreasing.

- A* Property 2: A path with the smallest cost of moving from the start cell to any expanded cell s can be identified in reverse by repeatedly following the parent pointers from cell s to the start cell. Similarly, a path with the smallest cost of moving from the start cell to the goal cell s can be identified in reverse by repeatedly following the parent pointers from the goal cell to the start cell after the search terminates.

- A* Property 3: An A* search expands no more cells than an otherwise identical A* search for the same search problem if the h-values used by the first A* search are no smaller for any cell than the corresponding h-values used by the second A* search (the former h-values dominate the latter h-values at least weakly).

3.6 Optimizations

Consider the following two simple optimizations that can reduce the number of priority queue operations (insertions and removals of cells) for A* and thus potentially speed it up in case the priority queue operations are expensive.

- A* Variant 1: Assume that A* expands a cell s with f-value f(s) and, in the process, inserts a successor s' of the cell into the OPEN list with f-value f(s') (Line 17) so that (Expansion Property 1) f(s') = f(s). Since the sequence of the f-values of the expanded cells is monotonically non-decreasing (A* Property 1), A* can expand cell s' next and then removes it again from the OPEN list (Line 08). In this case, our optimized A* Variant 1 expands cell s' immediately after cell s. It leaves out both the insertion of cell s' into the OPEN list and its immediate removal from the OPEN list. We say that cell s' is expanded fast. In the experiments, our A* Variant 1 expands the first generated successor with Expansion Property 1 fast and all other successors regularly (slowly). The resulting order of cell expansions in grids is consistent with breaking ties among cells with equal f-values in favor of cells with larger g-values, which is considered to be a good tie-breaking strategy.

- A* Variant 2: Assume that A* expands a cell s with f-value f(s) and, in the process, inserts a successor s' of the cell into the OPEN list with f-value f(s') (Line 17) so that (Expansion Property 2) every successor of the cell that is also inserted into the OPEN list is inserted into the OPEN list with an f-value that is no smaller than f(s') and (Expansion Property 3) either the OPEN list is empty or the smallest f-value of any cell in the OPEN list is no smaller than f(s'). Since the sequence of the f-values of the expanded cells is monotonically non-decreasing (A* Property 1), A* can expand cell s' next and then removes it again from the OPEN list (Line 08). In the experiments,
its successor so far. *A* Variants 1 and 2 are used in grids where *A* Variant 1 expands the red cells slowly and the green cells fast. *A* Variant 2 expands all (green) cells fast. *A* Variant 1 expands the first generated successor as well. *A* Variant 2 expands the first generated successor and updates the blockage status of cells and the action costs (if any) after an *A* search has been completed.

**4.3 Algorithm: Improving the \( h \)-Values**

\( h \)-Values remain consistent with respect to the goal cell from *A* search to *A* search. The following changes can occur between *A* searches:

- **Change 1:** The start cell changes. In this case, GAA* does not need to do anything since the \( h \)-values remain consistent with respect to the goal cell.

- **Change 2:** The goal cell changes. In this case, GAA* needs to update the \( h \)-values since they might not be consistent with respect to the new goal cell. Assume that the goal cell changes from \( s_{goal} \) to \( s'_{goal} \). GAA* then updates the \( h \)-values of all cells \( s \in S \) by assigning

\[
\text{if } s \neq s_{goal} \text{ then set } h(s) := \max(H(s,s_{goal}), h(s) - h(s'_{goal}))
\]

\( \text{Lines 05'-06'}. \) This principle was first used in [2] and later resulted in the independent development GAA*. The updated \( h \)-values are again consistent with respect to the goal cell and dominate the immediately preceding \( h \)-values at least weakly [3]. Thus, future *A* searches of GAA* are more focused since an *A* search with the updated \( h \)-values expands no more cells than an otherwise identical *A* search with the immediately preceding \( h \)-values (\( \text{A* Property 3} \)).

4.3.1 Algorithm: Maintaining Consistency

It is important that the \( h \)-values remain consistent with respect to the goal cell. GAA* can be used to maintain \( h \)-value consistency from *A* search to *A* search. The following changes can occur between *A* searches:

- **Change 1:** The start cell changes. In this case, GAA* does not need to do anything since the \( h \)-values remain consistent with respect to the goal cell.

- **Change 2:** The goal cell changes. In this case, GAA* needs to update the \( h \)-values since they might not be consistent with respect to the new goal cell. Assume that the goal cell changes from \( s_{goal} \) to \( s'_{goal} \). GAA* then updates the \( h \)-values of all cells \( s \in S \) by assigning

\[
\text{if } s \neq s_{goal} \text{ then set } h(s) := \max(H(s,s'_{goal}), h(s) - h(s'_{goal}))
\]
(Lines 10'-12'). The updated $h$-values are consistent with respect to the new goal cell [4]. However, they are potentially smaller than the immediately preceding $h$-values. Taking the maximum of $h(s) - h(s'_{goal})$ and the user-supplied $H$-value $H(s, s'_{goal})$ with respect to the new goal cell ensures that the updated $h$-values dominate the user-supplied $H$-values at least weakly.

- **Change 3:** Costs or blockages changed but no cost decreased and no successor set contains additional cells. In this case, GAA* does not need to do anything since the $h$-values remain consistent with respect to the goal cell [10].

- **Change 4:** At least one cost decreased or at least one successor set contains additional cells. In this case, GAA* needs to update the $h$-values since they might no longer be consistent with respect to the goal cell.

GAA* does so by executing the Consistency Procedure, which reuses the OPEN list as its priority queue: If a cell $s$ and its successor $s' \in succ(s)$ no longer satisfy the Consistency Property $h(s) \leq c(s, s') + h(s')$, then it assigns $h(s) := c(s, s') + h(s')$ and inserts cell $s$ into the OPEN list with $h$-value $h(s)$ or, if it is already in the OPEN list, updates its $h$-value to $h(s)$ (Lines 14'-20'). Then, it repeats the following procedure until the OPEN list is empty: It removes a cell $s'$ with the smallest $h$-value from the OPEN list. If a cell $s$ and its successor $s' \in succ(s)$ no longer satisfy the Consistency Property $h(s) \leq c(s, s') + h(s')$, then it assigns $h(s) := c(s, s') + h(s')$ and inserts cell $s$ into the OPEN list with $h$-value $h(s)$ or, if it is already in the OPEN list, updates its $h$-value to $h(s)$ (Lines 21'-28'). The updated $h$-values are consistent with respect to the goal cell [10].

### 4.3 Optimizations

GAA* performs A* searches and can thus use A* Variants 1 and 2, resulting in GAA* Variants 1 and 2, respectively. GAA* Variants 1 and 2 are often able to expand cells fast due to the way GAA* updates its $h$-values. For example, after Assignment (1) assigns $h(s) := g(s_{goal}) - g(s)$ and $h(s') := g(s_{goal}) - g(s')$ after an A* search to two expanded cells $s, s' \in S$ with $s' \in succ(s)$, it holds that $f(s) = g(s) + h(s) = g(s_{goal}) = g(s') + h(s') = f(s')$. Similarly, after the Consistency Procedure assigns $h(s) := c(s, s') + h(s')$ to two cells $s, s' \in S$ with $s' \in succ(s)$, it holds that $f(s) = g(s) + h(s) = g(s) + c(s, s') + h(s') = g(s') + h(s') = f(s')$ when A* expands cell $s$ and updates the $g$-value of its successor $s'$ to $g(s') := g(s) + c(s, s')$. Assignment (2) will often leave these relationships unchanged.

### 4.4 Example

We again use the grid from Figure 2 to illustrate GAA* Variants 1 and 2. The first A* search of GAA* Variants 1 and 2 is identical to that of A* Variants 1 and 2, respectively, shown in Figure 3. Assume that the start cell then changes to E2, the goal cell changes to B6, and cell F3 becomes unblocked. The $h$-values are shown in the top right corners of the cells. GAA* first improves the $h$-values of all expanded cells with Assignment (1), shown in Figure 5(a). Cells whose $h$-values changed are shown in grey. GAA* then updates the start and goal cells and corrects the $h$-values of all cells with Assignment (2) to make them consistent with respect to the new goal cell, shown in Figure 5(b). Cells whose $h$-values changed are shown in grey. Finally, GAA* performs its second A* search. The execution trace of GAA* Variants 1 and 2 is shown in Figure 6. GAA* executes assignments 1 and 2, respectively, shown in Figure 5(c).
shown in Figure 6. The \( g \)-values and \( f \)-values are shown in the top left and bottom right corners, respectively, of the cells. The second A* search of GAA* Variant 1 generates but does not expand the yellow cells. It expands the red cells slowly and the green cells fast. When it expands cell \( F4 \) with \( f \)-value 9, it could expand either cell \( E4 \) or \( F5 \) fast since both of them have \( f \)-value 9. We assume that it generates cell \( E4 \) first and thus expands it fast. The second A* search of GAA* Variant 2 is identical to the one of GAA* Variant 1.

5. EXPERIMENTAL EVALUATION

We perform several experiments to compare the runtimes of A* Variants 1 and 2 against the runtime of A* and the runtimes of GAA* Variants 1 and 2 against the runtime of GAA*.

5.1 Experimental Setup

We perform experiments in randomly generated four-connected torus-shaped grids of size 200 × 200. We generate their random corridor structure with a depth-first search, which guarantees that there exists a path between any two unblocked cells. We choose the start and goal cells randomly. We base all search algorithms on the same implementation but use two different data structures for implementing their priority queues, namely binary heaps and buckets, because they differ in the runtime of their priority queue operations. We perform two different kinds of experiments, both of which require repeated searches. In both cases, all search algorithms search from the agent (start cell) to the target (goal cell).

- **Stationary-Target Search**: We study a version of stationary-target search in which an agent needs to reach a stationary target on an initially unknown grid. The agent always knows which (unblocked) cell it is in and which (unblocked) cell the target is in. Initially, the agent does not know which cells are blocked but it can always sense the blockage status of its four neighboring cells. The agent always moves on a shortest presumed unblocked path (= a path that is not known to be blocked according to its current knowledge) from its current cell to the cell of the target (freespace assumption) [5]. It recomputes the shortest presumed unblocked path whenever it observes its current path to be blocked.

- **Moving-Target Search**: We also study a version of moving-target search in which an agent needs to reach a moving target on an initially known grid. We unblock \( k \) blocked cells and block \( k \) unblocked cells every tenth time step, while ensuring that there always exists a path from the current cell of the agent to the current cell of the target. The target moves randomly with the restriction that it does not move every tenth time step, which allows the agent to reach the current cell of the target eventually. Additionally, we do not allow the target to return to its previous cell, unless that is its only possible move. The agent always knows which cells are currently blocked and moves on a shortest path from its current cell to the current cell of the target. It recomputes the shortest path whenever the target moves off its current path or the blockage status of cells changes.

5.2 Experimental Results

Tables 1 and 2 compare A* Variants 1 and 2 against A* and GAA* Variants 1 and 2 against GAA*, averaged over 100 grids on a Pentium D 3.0 GHz computer with 2 GByte of RAM. We report one measure for the difficulty of the search problems, namely the average number of searches performed until the agent reaches the target. We also report three measures for the efficiency of the search algorithms, namely the number of slowly expanded cells per search, the number of fast expanded cells per search (for A* Variants 1 and 2 and GAA* Variants 1 and 2) and the total runtime per search in microseconds. We also show the standard deviation of the mean for the number of expanded cells in parentheses to demonstrate the statistical significance of our results.

Table 1 reports on stationary-target search. In general, A* Variant 1 or GAA* Variant 1 is always faster than A* Variant 2 or GAA* Variant 2, respectively. If the priority queues are implemented with buckets, then A* or GAA* is faster than A* Variant 1 or GAA* Variant 1, respectively. However, it is not always feasible to implement the priority queues with buckets, for example, when the \( f \)-values are not integers. If the priority queues are implemented with binary heaps, then A* Variant 1 or GAA* Variant 1 is faster than A* or GAA*, respectively. In fact, A* Variant 1 is 14.5 percent faster than A*, and GAA* Variant 1 is 33.7 percent faster than GAA*. We draw the following conclusions.

- **Conclusion 1**: If the priority queues are implemented with buckets, then the priority queue operations are fast and the runtime overhead of the optimizations outweighs the runtime savings gained from reducing the number of priority queue operations. If the priority queues are implemented with binary heaps, then the priority queue operations are slow and the runtime savings gained from reducing the number of priority queue operations outweighs the runtime overhead of the optimizations.

- **Conclusion 2**: The additional runtime overhead of A* Variant 2 or GAA* Variant 2 over A* Variant 1 or GAA* Variant 1, respectively, outweighs the additional runtime savings gained from increasing the number of fast expansions.

- **Conclusion 3**: If the priority queues are implemented with binary heaps, then GAA* Variant 1 speeds up GAA* more than A* Variant 1 speeds up A* because GAA* Variant 1 can expand more cells fast than A* Variant 1 due to the way GAA* updates its \( h \)-values, as discussed earlier.

Table 2 reports on moving-target search. In general, A* Variant 1 or GAA* Variant 1 is always faster than A* or GAA* Variant 2, respectively. If the priority queues are implemented with buckets, then A* or GAA* is (almost) always faster than A* Variant 1 or GAA* Variant 1, respectively. If the priority queues are implemented with binary heaps, then A* Variant 1 is sometimes faster than A*, while GAA* Variant 1 is always faster than GAA*. GAA* Variant 1 is 30.7 percent faster than GAA* for \( k = 1 \), 24.9 percent faster than GAA* for \( k = 10 \), 14.7 percent faster than GAA* for \( k = 20 \), 12.9 percent faster than GAA* for \( k = 50 \) and 7.2 percent faster than GAA* for \( k = 100 \). Conclusions 1-3 from above continue to hold.
Table 1: Stationary Target Search in Initially Unknown Grids.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>N/A</th>
<th>N/A</th>
<th>N/A</th>
<th>N/A</th>
<th>N/A</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>A*</td>
<td>3417</td>
<td>1707 (1.5)</td>
<td>N/A</td>
<td>N/A</td>
<td>421</td>
<td>3381</td>
</tr>
<tr>
<td>A* Variant 1</td>
<td>3418</td>
<td>980 (1.6)</td>
<td>726</td>
<td>0.7413</td>
<td>380</td>
<td>3485</td>
</tr>
<tr>
<td>A* Variant 2</td>
<td>3417</td>
<td>977 (1.6)</td>
<td>730</td>
<td>0.7473</td>
<td>387</td>
<td>3485</td>
</tr>
<tr>
<td>GAA* Variant 1</td>
<td>3428</td>
<td>28 (0.1)</td>
<td>333</td>
<td>12.087</td>
<td>61</td>
<td>3509</td>
</tr>
<tr>
<td>GAA* Variant 2</td>
<td>3428</td>
<td>26 (0.1)</td>
<td>334</td>
<td>12.987</td>
<td>63</td>
<td>3552</td>
</tr>
</tbody>
</table>

Table 2: Moving Target Search in Known Grids.

6. CONCLUSIONS

In this paper, we presented two simple optimizations that can reduce the number of priority queue operations for A* and its extensions. Basically, when the optimized search algorithms expand a cell, they check whether they will expand a successor of the cell next. If so, they do not first insert it into the priority queue and then immediately remove it again. Our experimental results show that our optimizations speed up Generalized Adaptive A* by up to 30 percent if its priority queue is implemented as a binary heap.
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