
When one person observes another making a sandwich or chang-
ing a flat tire, knowledge about the parts of the activity can allow
the observer to fill in missing information, predict what will hap-
pen next and plan an appropriate response. However, the infor-
mation available to human perception is continuous, dynamic
and unsegmented. How does the human perceptual system
extract these parts, their beginnings and endings, and the rela-
tionships among them from the flux of sensory data?

We know that knowledge of event structure is pervasive and
becomes increasingly elaborated throughout life: infants can
subdivide continuous activity into discrete events1, children
know the parts of common events such as going to school or
to a birthday party2, and adults use knowledge of event struc-
ture in reading, remembering and planning3. Behavioral exper-
iments indicate that observers can segment ongoing activity
into temporal parts when asked to do so, that the resulting seg-
mentation is reliable and systematically related to objective fea-
tures of the stimulus4, and that it is predictive of later
memory5,6. Event segmentation exhibits a hierarchical struc-
ture, with segments at a coarse temporal grain corresponding
to groups of fine-grain segments7.

In short, human observers know about the parts of everyday
activities, use this information extensively in cognition and can
intentionally segment ongoing activity into parts when asked to
do so. But the fact that they are able to segment activity by no
means implies that they do so as a normal, spontaneous com-
ponent of neural information processing. Moreover, the fact
that observers are able to segment events when asked reveals
nothing about how they do so. Is the human perceptual sys-
tem sensitive to temporal segmentation during normal per-
ception? If so, how does the brain accomplish this
segmentation? These are two basic questions about perception,
analogous to the questions of whether and how people ordi-
narily perceive the spatial parts of objects. To address these two
questions, we measured local brain activity with functional
magnetic resonance imaging (fMRI) while participants
observed video depictions of everyday activities.
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Temporal structure has a major role in human understanding of everyday events. Observers are able
to segment ongoing activity into temporal parts and sub-parts that are reliable, meaningful and cor-
related with ecologically relevant features of the action. Here we present evidence that a network of
brain regions is tuned to perceptually salient event boundaries, both during intentional event
segmentation and during naive passive viewing of events. Activity within this network may provide a
basis for parsing the temporally evolving environment into meaningful units.

The method we used was constrained by the fact that every-
day events make for complex, dynamic stimuli. It was critical to
leave intact as much as possible of the subjective experience of
viewing continuous activity, unbroken by experimental trials
or other externally imposed boundaries. However, we also
wanted to isolate from the complex cascade of neural process-
ing that goes on during such an experience those components
that are specifically associated with the process of identifying
event boundaries. Because event segmentation is subject to
individual differences and is hard to characterize by norma-
tive criteria, it was desirable to mark event boundaries based
on each participant’s own judgments. To address these chal-
lenges, we adopted the following experimental approach. First,
brain images were continuously acquired with fMRI while par-
ticipants passively viewed movies without any specific task
requirement or knowledge of the purpose of the study. Second,
after passive viewing, each participant segmented the same
stimuli, by tapping a button to mark segment boundaries dur-
ing viewing, at a coarse and fine temporal grain (that is, seg-
mented into large and small units, respectively). Brain activity
was measured during active segmentation as well as during
passive viewing. Third, each observer’s own segment bound-
aries were applied to the corresponding moments in time from
the passive viewing fMRI data, using event-related analyses to
identify transient changes in brain activity time-locked to those
segment boundaries (see Methods).

If segmentation is an ongoing component of normal percep-
tual processing, one should expect to see transient changes in
neural activity correlated with perceptual event boundaries. We
hypothesized that we would observe transient changes both dur-
ing active segmentation and during passive viewing of events.
Activity during active segmentation would be weak evidence for
ongoing processing of perceptual event boundaries, but activity
during passive viewing would strongly suggest that the brain
tracks temporal event structure during normal perception. Based
on the hypothesis that observers encode events hierarchically,
grouping small event parts into larger events, we predicted that we

articles

nature neuroscience  •  volume 4  no 6  •  june 2001 651

©
20

01
 N

at
u

re
 P

u
b

lis
h

in
g

 G
ro

u
p

  
h

tt
p

:/
/n

eu
ro

sc
i.n

at
u

re
.c

o
m

© 2001 Nature Publishing Group  http://neurosci.nature.com



would observe differences between the response to fine and coarse
segment boundaries during passive viewing.

Both hypotheses were supported. The data revealed tran-
sient changes in neural activity at event boundaries, during
both passive viewing and active segmentation. Throughout the
activated network, responses were greater to coarse unit
boundaries than to fine unit boundaries.

RESULTS
During passive viewing of everyday activities, transient changes
occurred in a network of brain regions that included a larger
bilateral region of contiguous activity in posterior cortex and
a smaller region in right frontal cortex (Fig. 1). In posterior
cortex, activity was most prominent at the occipital/temporal
junction, Brodmann’s areas 19/37 bilaterally (Fig. 2a and b).
The location of this peak, particularly in the right hemisphere,
corresponds closely to the area identified as the human MT (or
V5) complex8–10. This area is involved in the processing of
motion, and has been implicated in the under-
standing of biological motion and human
action11,12. The right frontal activity was locat-
ed in the precentral sulcus, Brodmann’s area 6
(Fig. 2c). This region has been proposed as the

Fig. 2. Time courses of focal brain activity in a sub-
set of activated locations. Data from the strongest
left posterior focus (cluster 2, Talairach coordinates
–37, –81, 3) (a), strongest right posterior focus
(cluster 1, Talairach coordinates 46, –69, 3) (b) and
the right frontal focus (cluster 6, Talairach coordi-
nates 40, 9, 39) (c). (The homologous left-hemi-
sphere precentral location showed no evidence of
time-locked activity, even with a more lenient crite-
rion of Z > 3.0.) In each panel, the left image shows
the extent of the cluster, superimposed on an aver-
aged anatomical image for the 16 participants. The
graphs to the right show the time course of activity
of that location in the passive viewing and active seg-
mentation conditions, respectively. Green lines plot
activity correlated with fine unit boundaries; red
lines plot activity correlated with coarse unit bound-
aries. Vertical lines indicate the frame at which a seg-
ment boundary was placed during the intentional
segmentation scans, on which the time courses were
aligned for estimation using the general linear model
(see Methods).

locus of the human analog of the frontal eye field (FEF)
of the monkey, and is active during shifts of spatial
attention as well as eye movements13. (Within this
putative FEF region, a distinction has been made
between an anterior subregion associated with shifting
attention, and a posterior subregion associated with

eye movements14. The present activity corresponds more close-
ly to the anterior subregion.) The overall spatial distribution of
activity also resembles that observed for processing of faces dur-
ing memory encoding and retrieval15.

Observers had no knowledge of the segmentation task dur-
ing passive viewing. Thus, this brain activity reflects spontaneous
neural processing that has the same temporal dynamics as inten-
tional event segmentation.

Activity within these regions was explored by averaging over
voxels within each region and conducting analyses of variance
(ANOVAs) on these average time courses (see Methods). All
areas that showed transient changes in activity during passive
viewing also showed reliable changes during the active seg-
mentation runs (min F13,195 = 12.41, p < 0.001). In general,
the time course of activity during segmentation (Fig. 2, right)
was characterized by a larger late increase in activity than that
observed during passive viewing (Fig. 2, left). During both pas-
sive viewing and active segmentation, transient changes gen-

Fig. 1. Clusters of activity projected onto the Visible Man cor-
tex10,26. Darker green indicates a 10-mm radius within the brain
volume around each cluster peak; lighter green indicates a 
15-mm radius. Top, lateral views of each hemisphere; bottom,
flattened views. Numeric labels refer to the cluster numbers in
Table 1. In the flattened images, prominent sulci near clusters
are labeled (PreCeS, precentral sulcus; STS, superior temporal
sulcus; POS, parieto-occipital sulcus; pITS, posterior inferior
temporal sulcus; IPS, intraparietal sulcus). In the upper right
image, cluster 5 is fully occluded by more lateral tissue. (For
brain atlas and associated software, see http://stp.wustl.edu.)
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erally were greater for coarse unit segment boundaries (red
lines) than for fine unit boundaries (green lines), though this
difference was not always statistically reliable in the passive
viewing condition (Table 1).

Visual inspection of the time courses suggested that activi-
ty in some areas began before the event boundary. To quantify
this pattern, we conducted analyses including only the six scan
frames immediately before (but not including) the event
boundary. The most strongly activated posterior clusters and
the sole frontal cluster were examined. ANOVAs were con-
ducted on the data from the first six time points of each ‘trial.’
Separate analyses were done for the coarse-grain and fine-grain
response in each cluster during active segmentation and pas-
sive viewing. In the active segmentation runs, both posterior
locations increased reliably during coarse segmentation (left,
F5,75 = 5.3, p < 0.001; right, F5,75 = 12.2, p < 0.001) and fine
segmentation (left, F5,75 = 3.94, p = 0.003; right, F5,75 = 4.98, 
p = 0.001). For the passive viewing runs, the same trend was
observed during coarse segmentation, and was reliable for the
right hemisphere (left, F5,75 = 2.00, p = 0.088, NS; right, 
F5,75 = 4.63, p = 0.001). For fine-grain boundaries in the passive
viewing condition, there was no evidence of pre-boundary
activity in the posterior regions (left, F5,75 = 0.487, p = 0.785,
NS; right, F5,75 = 0.332, p = 0.892, NS). The frontal region had
a reliable change only in the coarse-grain active segmentation
runs (F5,75 = 2.729, p = 0.026; every other F ≤ 1.34).

Analyses of the behavioral data confirmed that, during the
active segmentation runs, participants modulated the grain of
their segmentation in accord with the instructions. Fine units
had a mean length across participants of 11.3 s (range of partic-
ipant means, 4.26 s to 23.2 s). Coarse units had a mean length
across participants of 31.2 s (range of participant means, 18.3 to
48.0 s). The ratio of coarse unit length to fine unit length had a
mean across participants of 3.09 (range, 1.21 to 5.36).

The behavioral data also indicated that participants’ coarse
unit boundaries tended to align with a subset of their fine unit
boundaries. Alignment was analyzed using methods described
previously7. Coarse unit boundaries were, on average, 1.54 s
from their nearest fine unit boundary, 4.20 s closer than would
be predicted if they were independent, t63 = 9.04, p < 0.001.

(Similar results were obtained from a discrete-time method.)
These results are consistent with the view that participants
encoded the activity in terms of hierarchical relationships
between parts and sub-parts.

DISCUSSION
These data can be summarized in terms of four points regard-
ing the role of the neocortex in human event perception. First,
a network of cortical areas showed task-independent transient
changes in activity correlated with perceptual segmentation.
The fact that these changes occurred during passive viewing
indicates that they are a concomitant component of normal
event perception. Second, the response throughout this net-
work was stronger for coarse-grain event boundaries than for
fine-grain boundaries, indicating that its activity was modu-
lated by the hierarchical structure of the activity. Third, areas
in close proximity to the human MT complex and FEF may be
heavily involved in perceptual event segmentation. Finally,
response in at least part of this network began substantially
before the event segment boundary, suggesting a buildup of
information that anticipated the observer’s explicit report of
an event boundary.

The current study also makes a methodological contribution:
it demonstrates the possibility of conducting functional neu-
roimaging experiments in which participants define the ‘trial’
structure of the experiment based on a continuous behavior
recorded after the imaging data are collected. Self-paced designs
in general offer some methodological advantages (L. Maccotta,
J.M. Zacks & R.L. Buckner, Ann. Meeting Cogn. Neurosci. Soc.,
54, 2001) and have been applied successfully in studies of binoc-
ular rivalry16–18. However, in this case, the definition of trials was
based on behavior that took place after the functional imaging
data to be analyzed, allowing the measurement of brain activity
uncorrupted by an interfering task. The present results indicate
that such designs allow for the measurement and quantitative
analysis of the hemodynamic response during an ecologically
valid perceptual experience, without previous assumptions about
the shape or timing of that response.

The correspondence we observed among three of the group
functional activation foci and regions corresponding to the
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Table 1. Cortical areas showing transient changes in activity during passive viewing of perceptual event boundaries.

Cluster Hemi- x y z Mean z BA Gyrus/sulcus Passive viewing, Intentional 
sphere coarse – fine segmentation,

difference coarse – fine difference
1 R 46 –69 3 10.5 19 posterior inferior * *

temporal sulcus
2 L –37 –81 3 8.39 19 posterior inferior * *

temporal sulcus
3 R 40 –54 –15 7.23 37 fusiform gyrus *
4 L –37 –57 –15 7.1 37 fusiform gyrus * *
5 R 19 –66 24 6.8 31 precuneus *
6 R 40 9 39 6.78 6 precentral sulcus *
7 L –19 –78 36 6.36 19 cuneus *
8 R 58 –48 12 5.88 39 superior *

temporal sulcus

Each row describes a cluster of voxels that, during passive viewing, showed a reliable main effect of time point in a voxel-wise ANOVA (see Methods). For
each cluster, the peak location is given in Talairach coordinates22, accompanied by the mean Z statistic and location in terms of Brodmann’s areas and
sulcal/gyral locus. The final two columns denote whether the difference between time courses for fine and coarse segment boundaries were statistically
reliable for the passive viewing and intentional segmentation conditions, respectively. (This was calculated as a test of the time-by-grain interaction, critical
F13,195 = 2.22, which corresponds to a statistical threshold of p < 0.01, uncorrected.) The cluster-identification algorithm finds multiple peaks within large con-
tiguous regions of activated voxels (for example, clusters 1 and 3, 2 and 4). Such large contiguous groups of voxels may reflect true functional units, but can
also arise from the spatial blurring introduced by pre-processing and averaging across participants.
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human MT complex and FEF is provocative, but it should not
be taken as definitive. The functional localization of both areas
varies across individuals19,20. Establishing the precise role of
MT complex and FEF in event segmentation will require func-
tional localization of these regions in individual observers who
also complete the segmentation protocol.

The finding that this network responded more strongly to
coarse segment boundaries suggests that it was modulated by
the top-down influence of internal event representations. Such
representations are proposed to be involved in integrating infor-
mation about the physical structure of activity with informa-
tion about goals, plans and causes3,21. One possibility is that
physical correlates of object and actor motion lead to the detec-
tion of fine unit boundaries, whereas cognitive representations
of events determine how fine units group together into large
units. Based on this view, the pre-boundary activity observed
here can be taken as evidence that event segmentation reflects
active monitoring rather than simple reactive processing. Simi-
larly, the increased responsiveness of the network to coarse
boundaries may reflect feedback in the system from activation
of internal knowledge structures that represent the relationships
between large and small event segments, including part–subpart
and goal–subgoal relationships. That is, information about goals,
plans and causes may be integrated with physical cues to direct
ongoing perceptual processing. Consistent with this hypothesis,
the behavioral data replicated previous findings that large event
boundaries align with a subset of the small event boundaries7,
indicating that participants encoded the segmentation structure
in terms of hierarchical part relationships.

However, the data are consistent with another possibility.
The observed transient changes in cortical activity may reflect
bottom-up processing of physical features of the activity that
correlate with natural event segmentation. Based on this view,
the possible involvement of the MT complex can be taken as
evidence that features of the motion signal are important for
conscious event segmentation, and the activity of the right
frontal region can be interpreted as due to shifts of gaze or visu-
al attention due to object or actor motion. This alternative
hypothesis can be tested by measuring or controlling motion
information in the stimuli, and by measuring or controlling
eye movements during viewing.

Whether activity in this network is strongly influenced by
top-down modulation from cognitive representations of events
or is primarily driven by low-level perceptual processing, the
present results strongly indicate that a network of cortical
regions tracks observers’ temporal segmentation of ongoing
action. Moreover, the neural signals associated with event seg-
mentation seem to be a concomitant component of ongoing
perception, rather than being tied to a particular task.

METHODS
Participants. Sixteen participants (18–50 years old, 10 female) partici-
pated in the experiment. (Three additional participants were discarded,
one due to equipment malfunction, one due to behavioral noncompli-
ance and one due to MRI artifact.) All participants gave written informed
consent for the experimental procedures, which were approved by the
Washington University Medical School Human Studies Committee.

Task and stimuli. Participants watched four movies of everyday activi-
ties during fMRI scanning. The activities were ‘making a bed’ (316 s),
‘doing the dishes’ (258 s), ‘fertilizing a houseplant’ (120 s) and ‘ironing a
shirt’ (298 s). Each activity was performed by a single actor, and filmed
from a fixed location at approximate standing head height. Cinematic
effects such as cuts, pans and zooms were not used, to avoid injecting

external segmentation cues7. Each stimulus was presented three times.
During the first presentation, participants were instructed simply to watch
the movie and try to learn as much about it as possible. During the sec-
ond and third viewings, participants were instructed to segment the activ-
ity into natural and meaningful units by pressing a handheld button5,7.
During one viewing, participants were asked to press the buttons to mark
off the behavior of the person they would be seeing into the “largest units
that seem natural and meaningful” (coarse units). On the other view-
ing, they were instructed to mark off the smallest natural and meaning-
ful units (fine units). Order of temporal grain (coarse versus fine) was
counterbalanced across participants.

Imaging. Scanning was done on a 1.5 T Siemens Vision MRI scanner
(Siemens, Erlangen, Germany). Structural images were acquired using a
sagittal MP-RAGE T1-weighted sequence with 2 mm (isotropic) resolu-
tion. Functional images were acquired using aT2*-weighted asymmet-
ric spin-echo echo-planar sequence (T.E. Conturo et al. Soc. Neurosci.
Abstr. 22, 7, 1996). Sixteen slices, 8 mm in thickness, with an in-plane
resolution of 3.75 × 3.75 mm, were acquired every 2.5 s. Functional runs
included four frames to allow the T2* signal to stabilize, followed by a
variable number of frames equal to the length of the movie (see above).
(For the ‘making a bed’ stimulus, scanning was performed only during
the first 310 s because of a limit on scanner acquisition time per run.)
Before analysis, the functional data were pre-processed to remove par-
ticipant motion and imaging artifacts. They were then warped to a stan-
dard stereotaxic space22 by aligning each participant’s MP-RAGE to an
MP-RAGE atlas target image based on 12 normal adults, using a 12-para-
meter affine transformation. Timing offsets between slices were correct-
ed using sinc interpolation. Slice intensity differences from contiguous
interleaved slice acquisition were removed using suitably chosen scale
factors. The data were spatially smoothed with a Gaussian kernel (full
width at half maximum, 6.0 mm).

Voxel-wise analysis. The pre-processed and stereotaxically normalized
fMRI data were subjected to a series of event-related analyses based on
modeling typical responses for each individual using the general linear
model and making generalizations across individuals using random effect
ANOVAs23. For each observer, variations in brain activity were assessed
based on the location of segment boundaries in their second and third
viewings. A ‘trial’ was defined as a 35-s periresponse interval centered at
the location within the movie of a fine or coarse segment boundary (that
is, 17.5 s before and after the segment boundary). (This window size was
chosen to permit measurement of the bulk of the hemodynamic response
for changes occurring up to several seconds after a segment boundary,
allowing for the lag of the hemodynamic response, and an interval of
equal length was adopted for detecting activity before a boundary.) For
each observer, the BOLD response during fine and coarse segment
boundaries during passive viewing was estimated using the general linear
model24, yielding two 35-s time courses per voxel per viewing per observ-
er. Each time course can be thought of as an ‘average’ response for one
observer for one segment boundary type (fine or coarse). However, the
time courses are model fits that take into account overlaps between near-
by segment boundaries, rather than simple arithmetic means. (The model
also included covariates that removed any linear trend and low-frequency
noise; cutoff, 0.009 Hz.) The data were analyzed across subjects with a
two-factor ANOVA. One factor was time, with 14 levels corresponding
to each estimated time point. The other factor was grain, with levels of
‘coarse’ and ‘fine.’ The main effect of time identified voxels with time
courses that deviated reliably from the baseline estimated by the general
linear model (that is, the rest state), whereas the task-by-time interac-
tion identified regions with time courses that differed across the two
grains. Brain regions were identified that showed a reliable transient
change in activity correlated with the segment boundaries (that is, a main
effect of time) by converting the resulting F statistics to Z statistics and
identifying clusters of at least five contiguous voxels with Z statistics that
exceeded the threshold, subject to the constraint that clusters could be
no closer than 20 mm. A threshold of Z = 5.69 was chosen; this corre-
sponds to a p = 0.05 probability of falsely identifying one or more acti-
vated clusters, as adjusted by the Bonferroni correction for multiple
comparisons and the Box correction for correlated predictor variables25.
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We also conducted a set of control analyses in which functional data from
other participants, scanned during rest, were analyzed as if those partic-
ipants had marked event boundaries at the same times as the partici-
pants in the current experiment (that is, the behavioral data from the
current experiment were applied to functional data from resting partic-
ipants). In 10 replications of the full experimental protocol with different
random assignments of functional data to behavioral segmentation data,
no false positive clusters were observed.

Region-wise analysis. Within the activated voxels, peaks of activity were
identified by an automatic algorithm that locates local maxima subject
to the constraint that no two peaks can be within 20 mm, and that each
peak must be within a group of 5 or more contiguous activated voxels.
Clusters were identified as all voxels within 12 mm of each peak with 
Z scores above 3.0. Time courses were averaged across the voxels in each
activated cluster for each participant and segment boundary type. Time
courses were calculated for the passive viewing data from which the
threshold had been defined, and also for the data from the intentional
segmentation runs. For the segmentation runs, only functional data from
the coarse-grain segmentation runs were used to calculate time courses
for coarse-grain segment boundaries, and only functional data from the
fine-grain segmentation runs were used to calculate time courses for fine-
grain segment boundaries. These average time courses were submitted
to ANOVAs of the same form as the original voxel-wise ANOVA. Passive
viewing and intentional segmentation were analyzed separately. The main
effect of time in the passive viewing data was not analyzed, because this
effect was used to define the clusters. The main effect of grain and the
interaction between grain and time scale, and the main effect of time in
the intentional segmentation data, are fully independent of this effect.

Controlling for sampling and attentional set. We conducted two con-
trol analyses to rule out potential artifactual explanations of the dif-
ferences between the time courses for coarse and fine segment
boundaries. First, there were differences in the mean number of obser-
vations that went into coarse unit and fine unit time course estimates.
We controlled for this by sampling the fine unit boundaries: for each
movie for each participant, a number of fine unit boundaries was ran-
domly chosen to be modeled, equal to the number of course-unit
boundaries that participant produced. Results were similar to those of
the original analyses. Second, there may have been effects due to dif-
ferences in attentional set during the coarse unit and fine unit active
segmentation runs. (Of course, for the passive viewing analyses, atten-
tional set is not a potential confound.) We controlled for these by per-
forming an analysis based only on the fine-grain segmentation data.
Fine unit boundaries were grouped into those that occurred near a
coarse unit boundary and those that did not. Comparing these two
classes of fine unit boundaries gave rise to the same patterns as did
comparing coarse and fine boundaries. In sum, the control analyses
argue against attributing the observed differences between coarse and
fine segment boundaries to artifacts.

Analysis of hierarchical structure in segmentation. The alignment of
each observer’s coarse and fine segment boundaries was analyzed for
the presence of hierarchical structure as described previously7. The analy-
sis begins with the continuous locations of the fine segment boundaries,
and calculates the mean distance from all points during the movie to
the nearest segment boundary, which is given by the following formula.

Here, Fine is the number of fine unit boundaries and fi is the location of
the i-th fine unit boundary. If coarse segmentation is statistically inde-
pendent of fine segmentation, the mean distance from coarse segment
boundaries will tend toward the mean distance from all points. To the

f

f
2 2

1

2 2

+ Σ
i=Fine–1

i=1

i+1 i[ [f – f

Fine

extent that the observed mean distance is smaller, coarse unit bound-
aries are aligned with fine unit boundaries. (Similar results were obtained
with a discrete-time method, also described previously7.)
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