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Reading is one of the most important skills human beings can acquire, but has proven difficult to study
naturalistically using functional magnetic resonance imaging (fMRI). We introduce a novel Event-Related
Reading (ERR) fMRI approach that enables reliable estimation of the neural correlates of single-word
processing during reading of rapidly presented narrative text (200–300ms /word). Application to an fMRI
experiment in which subjects read coherent narratives and made no overt responses revealed widespread
effects of orthographic, phonological, contextual, and semantic variables on brain activation. Word-level
variables predicted activity in classical language areas as well as the inferotemporal visual word form area,
specifically supporting a role for the latter in mapping visual forms onto articulatory or acoustic
representations. Additional analyses demonstrated that ERR results replicate across experiments and predict
reading comprehension. The ERR approach represents a powerful and extremely flexible new approach for
studying reading and language behavior with fMRI.

© 2008 Elsevier Inc. All rights reserved.

Introduction

In recent years, functional magnetic resonance imaging
(fMRI) has emerged as an important methodological tool for
studying the neural mechanisms of reading and language
behavior. FMRI studies have added considerable anatomical
detail to classic neuropsychological models of left-hemisphere
language function (Vigneau et al., 2006), and have investigated a
broad range of orthographic, phonological, semantic, and
syntactic processes involved in reading and language (Book-
heimer, 2002; Fiez and Petersen, 1998; Gernsbacher and
Kaschak, 2003; McCandliss et al., 2003; Vigneau et al., 2006).
However, the successesof fMRIhavenot beendistributedequally
across the spectrum of reading and language function. The vast
majority of fMRI studies of reading have employed single-word
factorial designs that use small groups of individually presented,
unrelated words as stimuli. Although such designs have led to
substantial advances in understanding the neural mechanisms
supporting single-word reading (for reviews, see Fiez and

Petersen, 1998; Jobard et al., 2003; Price, 1998; Turkeltaub et
al., 2002; Vigneau et al., 2006) they may be of limited utility in
studying the many semantic, syntactic, and phonological
processes that are arguably essential to natural reading but
depend on the presence of contextual factors (Rayner, 1998).
Moreover, most single-word studies require subjects to make
overt responses to isolatedwords, raising the possibility that the
neural responses observed in such studies could be contami-
nated by secondary executive and motor task demands.

In the behavioral literature, psycholinguists have devel-
oped several methodological approaches to overcome the
limitations of traditional single-word factorial studies. One
approach is to use more naturalistic measures during reading,
e.g., monitoring processing of individual words within
coherent text using eye-tracking or event-related potentials
(Rayner, 1998; Sereno and Rayner, 2003). This approach
increases ecological validity and enables researchers to
quantify the effects of variables that are impossible to
investigate in single-word studies, e.g., position of a word
within a sentence, probability of skipping a word, etc. A
second, ‘mega-study’, approach is to retain single-word
paradigms, but to rely on large datasets containing thousands
of words instead of relatively small factorial studies (Balota
et al., 2004; Seidenberg and Waters, 1989). The chief
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advantage of the latter approach is its flexibility to model a
wide range of variables and discriminate amongst alternative
theoretical accounts of isolated word recognition.

Despite the demonstrable benefits of naturalistic or mega-
study approaches in behavioral research, no comparable
approaches to reading have emerged in the fMRI literature.
Most fMRI studies continue to rely on relatively non-naturalistic
single-word designs, with small sets of stimuli. The few studies
that have employed more naturalistic reading paradigms—e.g.,
presenting subjects with coherent sentences or narratives
(Ferstl and von Cramon, 2001; Keller et al., 2001; Yarkoni
et al., in press-b)—have provided little information about word-
level processes. Anecdotal evidence suggests two possible
reasons for the absence of fMRI studies investigating word-
level processes within the context of rapid reading. One
potential concern is that the relatively slow sampling rate of
fMRI (typically 1–3s) may preclude the study of higher-
frequencyexperimental events that occurmultiple timeswithin
each scanning frame. However, existing empirical evidence
weighs against this concern. Hemodynamic responses to visual
stimulation have been shown to sum approximately linearly
even at very short (~ 250ms) durations (Burock et al.,1998), and
brain activation in response to subliminally-presented stimuli
has been observed at even shorter latencies (e.g., Dehaene et al.,
2001). While there is no guarantee that the hemodynamic
response to complex stimuli such as words is as linear as the
response to simple visual stimuli, such an assumption seems
warranted in the absence of empirical evidence to the contrary.
Moreover, the same assumption implicitly underliesmanyother
fMRI studies of higher cognition in which the neural and
cognitive processes of interest occur much more rapidly than
the nominal fMRI sampling rate.

A second and more important concern is that narrative
stimuli may be too complex to decompose into constituent
word-level processes. In a coherent reading context, individual
word-level variables (e.g., frequency or length) are likely to be
confounded with many other variables (e.g., grammatical class,
position within sentence, number of repetitions, etc.), because
the selection and order of stimuli is not experimentally
constrained. Although this concern is a valid one, it can be
addressed to some degree by statistically modeling potential
confound. Numerous eye-tracking and EEG studies have taken
this approach to model single-word processing within a
sentential or narrative context (Sereno and Rayner, 2003).
Moreover, the standard fMRI approachofusinghighlycontrolled
factorial designs with relatively few stimuli is also subject to
confounding. Most fMRI studies match word stimuli on only a
handful of dimensions (e.g., length, frequency, orthographic
neighborhood, etc.), despite the fact that dozens of variables are
known to exert unique influences on lexical processing (Balota
et al., 2006). In factorial-design fMRI studies potential confounds
in uncontrolled extraneous variables are not usually modeled.

The present study used a novel Event-Related Reading (ERR)
approach to demonstrate the viability of studying word-level
processeswith fMRIwithin a narrative reading context. The ERR
method is an extension of standard rapid event-related fMRI to
reading paradigms in which words are presented at a rate
exceeding the nominal sampling rate. Application to an fMRI
dataset demonstrated that the approach was able to flexibly
replicate and extend a broad range of findings from previous
single-word fMRI studies. Moreover, additional analyses ruled
out alternative explanations for the ERR results while providing
further evidence of their reliability and validity.

Materials and methods

Subjects

Twenty-eight right-handed, native English speakers (ages
19–34, 20 women) were given informed consent according to
the guidelines set forth by theWashington University Medical
School. Five subjects had data from only two (n=1) or three
(n=4) stories due to equipmentmalfunction or subject fatigue.
Non-overlapping analyses from this sample have been
reported in a previous study (Speer et al., 2007).

Reading task

Subjects read 4 narratives from the book One Boy's Day
(Barker and Wright, 1951; stimuli are available online at http://
dcl.wustl.edu/stimuli.html). Narratives ranged from 8.5 to 10.9
min in length. Order was counterbalanced across subjects. Each
narrative was presented one word at a time, with each word
remaining on-screen for 200ms followed by a 150ms/syllable
blankdelay. Subjectspracticed this readingmethodona separate
narrative prior to scanninguntil they reportedbeing comfortable
with word-by-word reading. Subjects were told in advance that
they would be given a comprehension test at the end of the
session. No overt responses were made during scanning.

Comprehension test

To ensure that subjects complied with instructions and were
attentive to the narratives, a comprehension test consisting of 20
multiple-choice items (5 items per narrative, 4 possible choices
per question) was administered at the end of the session. Each
question assessed subjects' understanding of a portion of one of
the narratives. Mean accuracy was 82.74% (SEM=1.98%;
range=60%–100%), and all subjects performed significantly
above chance (binomial probability test,pb .001 for all subjects).

fMRI data acquisition

Images were acquired on a 3-T Siemens Allegra MRI scanner
(Erlangen, Germany). High resolution (1×1×1.25 mm) struc-
tural images were acquired using a sagittal MP-RAGE T1-
weighted sequence. Functional images were acquired using a
T2⁎-weighted asymmetric spin-echo echo-planar sequence,
with 32 slices (4.0×4.0 mm in-plane resolution) acquired every
2.048s. An additional T2-weighted fast turbo spin-echo scan
acquired structural data in the same planes as the functional
scans, in order tomap the functional data to the structural data.
The functional data were pre-processed and warped to a
standard stereotactic space with isotropic voxels (3×3×3 mm)
(Talairach and Tournoux, 1988). Timing offsets between slices
were corrected using cubic spline interpolation. All data were
realigned within and across runs for each subject, and image
intensity was normalized to awhole-brain mode value of 1000.
Data were then smoothed with a Gaussian filter (6 mm full-
width half-maximum).

fMRI data analysis

In a typical single-word fMRI study designed to allow
estimation of responses to individualword presentations, stimuli
might be presented at a rate of one every 2–3 s, often with
variable delays (or “jittering”) inserted between presentations.
However, neither the relativelywide spacingbetween stimuli nor
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theuse of avariable delayare necessary in order to obtain reliable
word-level estimates. Spacing is unnecessary because the
hemodynamic response is roughly additive even at very short
intervals (Burock et al., 1998). Random delays are unnecessary
provided that there is sufficient word-by-word variability in the
variables of interest. For example, in a coherent sentence such as
“Raymond walked toward the corner”, the constituent words
vary greatly in their relative frequency of occurrence. This natural
variability should, in theory, inject sufficient variability to enable
a word-by-word correlation to be performed between word
frequency and BOLD signal (cf. Maccotta et al., 2001). However,
the fact that the rate of word presentation (several hundred
milliseconds) exceeded the sampling rate or TR (2.048 s)
necessitates aggregation across words prior to GLM estimation.
In the present study, this was accomplished by averaging across
all words that fell within each scanning frame (see Fig. 1).

Estimates of reading-related brain activity were computed
for each subject using the general linear model (GLM; Friston
et al.,1995). In addition to avarying number of lexical variables,
each model included regressors coding for the contrast
between word reading and a fixation baseline, as well as 8
regressors coding for effects of no interest (separate regressors
for trend and baseline for each of the 4 BOLD runs). Estimation
of theword vs.fixation effect was facilitated by the inclusion of
6–12 fixation frames prior to and following each narrative, as
well as the use of variable delays between words (see above).
All variables were modeled using a finite impulse response
basis set that spanned 8 frames (2.048 s each, total=16.38 s).
The shape of the HRF was estimated rather than assumed in
order to validate the present methodological approach and
ensure that the timecourses it produced resembled a standard
HRF. Because an initial inspection of several regions confirmed
that this was the case, all subsequent analyseswere conducted
using a summary estimate of each voxel's overall magnitude
(see Statistical Analysis section below).

Lexical variables

Several different multiple regression models were tested
(see Results). These models included different combinations
of 12 lexical variables, defined as follows:

Length was defined as the number of letters in the string.
Frequency refers to log-transformed norms from the HAL
corpus (Lund and Burgess, 1996). The HAL frequency of a

word represents the number of times that word appeared
in a large corpus of text culled from internet newsgroups,
and is a strong predictor of lexical processing latencies (see
Balota et al., 2004).
Lexical decision time and word naming behavioral norms.
Lexical decision time refers to the time needed to
determine whether a string of letters is a valid word or
not. Naming latency refers to the time needed to initiate
(correct) pronunciation of the word. Both estimates are
taken from the English Lexicon Project (ELP; http://
elexicon.wustl.edu), which is a multi-institution study of
naming and lexical decision performance (Balota et al.,
2007). These norms are based on over 1200 subjects, and
include latencies for over 40,000 words. Each item z-score
mean for naming and lexical decision is based on approxi-
mately 30 observations. These means were standardized
based on each individual's mean latency and standard
deviation, and then averaged across subjects who received
that word.
Word position was defined as the serial position of a word
within its enclosing sentence. The number assigned was
absolute and not relative to the total length of a
sentence. That is, the 8th word in an 8-word sentence
was coded 8, and the 21st word in a 21-word sentence
was coded 21.
Word repetition: the number of times a word had been pre-
sented (across narratives) to the subject prior to the current
occurrence.
Quadratic length: the square of word length.
Number of syllables and number of morphemes: the number of
syllables and morphemes in a word, respectively.
Orthographic Neighborhood Size (ON) refers to the number of
words that can be obtained by changing exactly one letter in a
word's orthographic representation (Coltheart et al., 1977).
The count does not include words that may be obtained by
additional insertion, deletion or transposition operations. ON
values were computed using the full ELP dataset of over
40,000 words.
Phonological Neighborhood Size is the phonological analog
of Orthographic Neighborhood Size. It is defined as the
number of words that can be obtained by changing exactly
one phoneme in a word's phonological representation. PN
values were computed using the full ELP dataset of over
40,000 words.

Fig. 1. Schematic illustration of ERRmethodology. First, all lexical variables in the model are standardized across all frames. Standardized values for three variables (length, frequency,
and orthographic neighborhood size [ON]) are displayed for 2 sample frames (each TR=2.048s). The standardized values for each variable are then summed within each frame to
produce the frame-by-frame values entered into the GLM as predictors.
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Imageability: values fromtheToglia andBattig norms forhow
readily and vividly the referent of a word can be imaged
(Toglia and Battig, 1978).

Parametric modeling of lexical variables

For the 7 parametric variables (all but the reading vs. baseline
contrast), we employed the following approach (Fig. 1). First,
values for each variable were standardized across all words (i.e.,
the mean was subtracted and the result divided by the standard
deviation). This step orthogonalized the parametric variables
with respect to the non-parametric regressors in the model,
ensuring that the parametric estimates from the GLMwould not
be confounded with the word vs. fixation estimate. For the
contextual variables (word repetitions and position within
sentence), values were log-transformed prior to standardization,
because (a) the distribution for each variable was highly skewed
(i.e., a small number of words were repeated many more times
than most words, and a few sentences were much longer than
most), and (b) we reasoned that changes in activation related to
repetition or sentence complexity should asymptote relatively
quickly rather than showing a linear relationship. However,
subsequent reanalysis with linear predictors produced virtually
identical results.

Following standardization, values for each variable were
summed within each scanning frame (Fig. 1). For example, if 6
words were presented within a given scanning frame, the
standardized frequencies of all 6 words would be summed to
produce the frequency value for that frame, and similarly for
each of the other parametric variables. Stimuli were summed
within their frame of onset, regardless of whether their
presentation overlapped with the next frame (e.g., if a word
was presented in the last 100 ms of frame N and first 100 ms of
frame N + 1, it was summed within frame N).

Note that some words could not be modeled because they
lacked values for the behavioral measures (i.e., LDTand naming).
Additionally, some words were deliberately eliminated because
they were outliers (defined as N3 standard deviations from the
mean on any lexical variable) that could potentially bias
estimates. Based on these criteria, a total of 265 out of 5058
word tokens (5.2%) were eliminated from all analyses. Words
were excluded from analysis on a list-wise basis, i.e., if a word
lacked a value for at least one variable, no value was assigned to
any of the variables for that word in order to prevent misat-
tribution of variance across correlated variables. To ensure that
the presence of non-normedwordswould not bias the estimates
for normedwords, a separate set of dummy regressors was used

to model the effect of reading non-normed words vs. baseline.
These dummy regressors were not analyzed any further.

Becausemulticollinearity (i.e., excessive correlation between
predictor variables) can present a problem in multiple regres-
sion, we sought to ensure that the lexical predictors we used all
contained sufficient unique variance to produce reliable esti-
mates. In the present study, correlations between variables
could be assessed at 3 different levels: word type (the set of
distinct words occurring once or more in the stimuli), word
token (the set of total words occurring in the stimuli, including
repetitions), or designmatrix (the set of regressors representing
values for word tokens, standardized and summed across all
frames). The correlationmatrices betweenvariables at theword
type and designmatrix levels are presented inTable 1. Note that
only the design matrix correlations have direct implications for
the reliability of the neuroimaging estimates. Table 1 demon-
strates that multicollinearity was not a serious problem in the
present data. In the first model tested, the largest bivariate
correlation was 0.69 (between length and orthographic neigh-
borhood), andmost correlationswere substantially lower.More
importantly, no variable had a variance inflation factor (VIF)
greater than 3.1 (multiple R2= .67 when regressing length on all
other variables of interest; Table1,Model 1).Whenphonological
variables were added to the model, collinearity increased to a
potentially problematic level for only one variable (length;
multiple R2= .86; Table 1, Model 2), and was considerably lower
for other variables. Critically, all variables (including length)
continued to show significant effects in multiple regions in the
more conservative model, suggesting that they possessed suffi-
cient unique variance to allow reliable estimation.

Note that because the parametric regressors in the GLM
were standardized prior to estimation, the resulting coeffi-
cients denote the amount of change in MRI signal associated
with an increase of one standard deviation in a given variable
for a single word (holding all other factors constant). These
standardized quantities are generally smaller than those
typically reported in fMRI studies because they are in units
of effect size rather than in terms of comparisons between two
discrete conditions; however, they facilitate comparison of the
effects of different variables (see Results).

Statistical analysis

Statistical analysis of fMRI data was performed using a
random effects model. At the first level (i.e., within subject),
magnitude estimates for each effect of interest were computed
on a voxel-wise basis by cross-correlating the timecourse of

Table 1
Correlations between lexical variables (Pearson's r). Values above the diagonal denote type-level correlations; values below the diagonal denote design matrix-level correlations (see
text for explanation)

Length Freq ON LDT Naming PN Syll. Morph. Position M1 R2 M2 R2

Length – − 0.57 − 0.62 0.65 0.60 − 0.65 0.81 0.75 – 0.67 0.86
Freq − 0.68 – 0.33 − 0.64 − 0.54 0.39 − 0.42 − 0.51 – 0.58 0.59
ON − 0.69 0.43 – − 0.39 − 0.39 0.76 − 0.54 − 0.43 – 0.50 0.65
LDT 0.45 − 0.52 − 0.37 – 0.69 − 0.42 0.60 0.58 – 0.38 0.43
Naming 0.53 − 0.42 − 0.48 0.52 – − 0.37 0.48 0.47 – 0.40 0.41
PN − 0.57 0.30 0.75 − 0.31 − 0.34 – − 0.59 − 0.49 – – 0.59
Syll. 0.84 − 0.55 − 0.61 0.48 0.43 − 0.56 – 0.67 – – 0.74
Morph. 0.79 − 0.59 − 0.50 0.46 0.39 − 0.45 0.72 – – – 0.66
Positi − 0.18 0.22 0.11 − 0.13 − 0.12 0.06 − 0.12 − 0.16 – 0.07 0.07
Repeat − 0.19 0.36 0.13 − 0.19 − 0.10 0.05 − 0.19 − 0.10 − 0.05 0.16 0.18

The two rightmost columns indicate the total proportion of variance explained in each variable by all the other variables at the design matrix level for models with (M1) and without
(M2) phonological variables.
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activation estimated for the 8 finite impulse response regressor
set with a model hemodynamic response function (HRF)
convolved with a boxcar (Boynton et al., 1996). For each
variable, the resulting maps were then submitted to a one-
sample t-test at the second level (vs. a null hypothesis of no
effect). The output of the statistical testwas then transformed to
a z-map and thresholded to correct for multiple comparisons.

For whole-brain analyses, we used a voxel-wise (intensity)
threshold of |z|N=3.5 (pb .0006) and a cluster-wise (extent)
threshold of kN8 voxels. This combination of thresholds has
been demonstrated using Monte Carlo simulations to provide
an overall whole-brain Type I error rate of p= .05 given the
present level of smoothing (McAvoy et al., 2001). To identify
regions sensitive to multiple lexical variables (see Results),
each whole-brain map was thresholded at a more liberal
voxel-wise threshold of pb .05 (two-tailed, uncorrected) and
all clusters of 9 or more voxels that showed at least 6 out of 8
lexical effects were considered significant. Note that a
criterion of 6/8 tests is relatively conservative, as some regions
could potentially show meaningful effects for only 3 or 4
variables, and would be missed by this analysis. Nonetheless,
because our primary aim was to validate the present metho-

dological approach, we chose to emphasize Type I error pro-
tection over Type II error protection. Finally, for all ROI-based
analyses, we employed an uncorrected threshold of pb .05.

Results

Application to reading

The ERR approach permitted analysis of any combination
of variables that could be quantified on a word-by-word basis.
Here we focused on variables that have been extensively
studied in previous fMRI and psycholinguistic studies of word
reading. Thus, an initial probe set of 8 lexical, contextual, and
behavioral predictors was used to identify candidate regions-
of-interest (ROIs) broadly involved in lexical processing.
Subsequent statistical models that included phonological
and semantic variables further elaborated on the functions
supported by these regions. Particular attention was focused
on the VWFA, a region of considerable interest in recent
fMRI studies (Cohen et al., 2000; Gaillard et al., 2006; Mc-
Candliss et al., 2003; Vigneau et al., 2005; Vinckier et al.,
2007), and in which the present results identified a strikingly

Fig. 2. Regions that showed a significant association with selected lexical variables. All regions consist of at least 9 contiguous voxels, each significant at pb .0006 (|z|N3.5),
uncorrected. Orange/yellow activations denote positive effects, blue/turquoise activations denote negative effects. For full details see Table 2.
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Table 2
Regions in which activation correlated with word reading relative to baseline or word-level differences in lexical variables in the first model tested (i.e., excluding quadratic length,
phonological, or imageability regressors)

Variable/region Hem. BA x y z mm3 Word – fix (t) t t(rep.) Comp. (r)

Word – fixation
Inferior occipital gyrus L 19 −36 −73 −3 23679 12.30 – 10.83 0.45
Precentral gyrus L 6 −47 −3 43 3564 8.04 – 7.44 0.09
Parahippocampal gyrus L −14 −40 2 594 7.78 – 2.88 0.24
Middle temporal gyrus L 21 −54 −10 −17 729 7.64 – 5.71 0.16
Inferior frontal gyrus L 47 −46 31 −8 297 6.34 – 3.79 -0.32
Superior parietal lobule L 7 −25 −58 43 1026 5.94 – 4.28 −0.09
Middle frontal gyrus L 46 −44 20 21 648 5.64 – 4.54 0.23
Inferior frontal gyrus L 9 −41 9 26 621 2.94 – 4.52 0.18
Superior frontal gyrus L 10 −26 53 23 243 −5.18 – −3.90 0.03
Posterior cingulate M 23 3 −58 17 2484 7.30 – 4.28 0.24
Middle occipital gyrus R 18 27 −91 4 10395 9.74 – 10.79 0.16
Hippocampus R 30 −33 2 2727 9.71 – 6.17 −0.05
Fusiform gyrus R 37 44 −61 −8 2619 9.36 – 6.05 0.16
Inferior frontal gyrus R 9 38 5 31 4833 8.70 – 6.95 −0.01
Middle temporal gyrus R 19 43 −61 13 1350 7.76 – 4.74 0.47
Middle temporal gyrus R 21 51 −12 −20 810 6.74 – 4.22 −0.07
Fusiform gyrus R 37 28 −39 −15 729 6.64 – 2.90 0.48
Superior parietal lobule R 7 26 −57 44 270 6.03 – 4.72 0.42
Superior frontal gyrus R 6 18 25 56 567 5.67 – 1.52 0.45
Caudate R 14 14 −3 378 −5.26 – −3.00 −0.09
Superior temporal gyrus R 22 49 −9 4 837 −6.29 – −3.63 −0.18

Frequency
Middle Temporal Gyrus L 21 −49 8 −23 1296 1.01 8.32 2.33 0.41
Superior Frontal Gyrus L 6 −11 33 54 2889 1.93 7.21 4.62 0.42
Middle Temporal Gyrus L 39 −52 −63 28 1458 0.82 6.60 4.71 0.28
Inferior Temporal Gyrus L 20 −52 −9 −25 243 −0.29 5.92 2.88 0.32
Middle Temporal Gyrus L 21 −58 −37 −4 2079 1.05 5.86 4.82 0.22
Inferior Frontal Gyrus L 44 −56 18 11 648 2.26 5.79 0.14 −0.09
Middle Temporal Gyrus L 21 −55 −16 −13 297 3.76 5.30 2.93 0.19
Superior Frontal Gyrus L 9 −13 56 32 1134 1.84 3.25 3.81 0.10
Inferior Frontal Gyrus L 47 −24 29 −8 567 1.00 −4.57 −1.28 −0.21
Precuneus L 7 −28 −63 34 405 2.63 −4.89 −1.60 −0.19
Inferior Parietal Lobule L 40 −38 −49 41 756 0.50 −5.54 −3.33 −0.28
Inferior Parietal Lobule L 40 −59 −35 39 2052 −1.38 −6.00 −1.08 −0.06
Superior Frontal Gyrus L 6 −26 −2 58 3051 2.56 −7.06 −1.96 −0.19
Middle Frontal Gyrus L 46 −43 32 22 4455 0.14 −7.68 −5.00 −0.37
Precuneus L 7 −16 −70 51 1998 0.56 −7.79 −2.49 0.00
Fusiform Gyrus L 37 −42 −49 −14 4644 3.91 −9.03 −3.90 −0.42
Posterior cerebellum R 25 −82 −34 1026 −0.33 6.55 3.17 0.41
Middle Frontal Gyrus R 9 45 12 35 270 3.30 −6.12 −0.95 −0.04
Middle Frontal Gyrus R 46 45 33 18 2430 0.34 −9.92 −3.07 −0.09

Length
Middle Temporal Gyrus L 39 −51 −60 25 4833 1.06 7.80 4.55 0.18
Middle Temporal Gyrus L 21 −54 −20 −13 1134 −2.07 6.75 1.73 0.06
Lingual Gyrus L 18 −12 −87 −14 2241 −3.85 6.36 5.95 0.23
Lingual Gyrus L 18 0 −64 −1 702 2.20 6.05 1.17 0.17
Thalamus L −24 −25 0 243 3.36 5.62 0.58 −0.10
Middle Occipital Gyrus L 18 −19 −99 14 486 2.81 5.09 3.75 0.41
Middle Temporal Gyrus L 21 −61 −45 0 891 1.34 4.96 2.82 0.08
Superior Frontal Gyrus L 9 −12 56 32 297 −0.72 4.32 1.91 0.20
Fusiform Gyrus L 37 −43 −50 −17 243 1.35 −5.66 −1.41 −0.13
Middle Frontal Gyrus L 46 −44 34 17 1296 0.75 −5.95 −3.28 −0.28
Precuneus M 7 0 −61 30 15309 −0.17 7.14 4.10 0.24
Middle Temporal Gyrus R 21 57 −18 −11 2430 −0.76 8.85 5.14 0.28
Lingual Gyrus R 18 4 −97 −2 1404 0.36 6.89 1.97 0.23
Angular Gyrus R 39 53 −59 32 1566 0.97 5.96 2.40 −0.06
Middle Temporal Gyrus R 21 41 −40 4 351 0.51 5.80 1.80 −0.10
Lingual Gyrus R 18 17 −80 −16 1566 −2.43 5.70 3.10 0.24
Middle Occipital Gyrus R 18 19 −98 15 405 3.71 5.25 1.48 −0.10
Superior Frontal Gyrus R 6 11 27 57 297 2.52 5.03 2.27 0.26

ON
Superior Temporal Gyrus L 38 −56 −60 25 270 0.06 4.97 0.40 −0.01
Fusiform Gyrus L −29 −37 −17 594 2.09 −5.70 −2.20 −0.24
Middle Temporal Gyrus R 29 46 −34 0 702 2.70 6.40 1.09 0.25

LDT
Thalamus L −25 −28 6 1215 0.63 7.73 1.07 0.32
Superior Temporal Gyrus L 38 −46 11 −27 459 1.60 6.80 0.21 0.30
Medial cerebellum L −6 −60 −33 324 0.17 6.57 1.46 0.14
Medial Frontal Gyrus L 9 −6 50 36 5184 1.38 6.25 1.17 0.08
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Table 2 (continued)

Variable/region Hem. BA x y z mm3 Word – fix (t) t t(rep.) Comp. (r)

LDT

Inferior Frontal Gyrus L 47 −49 25 −7 1296 1.20 5.80 1.56 0.06
Inferior Frontal Gyrus L 44 −51 16 12 675 2.03 5.77 0.79 −0.08
Inferior Occipital Gyrus L 18 −46 −83 −1 891 2.97 5.76 0.41 0.21
Fusiform Gyrus L 19 −31 −74 −17 1755 1.57 5.73 1.13 0.12
Inferior Parietal Lobule L 40 −50 −57 45 540 −0.76 5.70 0.78 −0.05
Precentral Gyrus L 6 −59 4 21 405 1.90 5.51 −0.53 0.00
Caudate L −13 8 8 459 −1.17 5.50 −0.06 0.27
Middle Temporal Gyrus L 21 −60 −38 0 1998 3.65 5.31 2.56 0.08
Middle Occipital Gyrus L 18 −23 −89 12 513 1.67 5.31 1.11 0.19
Medial Frontal Gyrus M 11 0 40 −11 756 0.42 7.73 −0.35 0.27
Cingulate Gyrus M 23 −1 −26 33 4887 −3.85 7.18 2.49 0.23
Cingulate Gyrus M 24 0 16 30 729 −2.43 5.82 0.16 0.22
Precuneus M 7 5 −63 51 270 −2.07 −5.22 −0.25 0.25
Middle Occipital Gyrus R 19 37 −77 3 3321 5.03 8.29 0.48 0.30
Insula R 13 34 −6 19 675 0.37 7.94 0.89 0.09
Lingual Gyrus R 18 4 −80 −2 12042 0.39 7.83 1.02 0.15
Middle Temporal Gyrus R 22 53 −32 4 4671 2.11 7.35 2.65 0.08
Thalamus R 20 −31 1 540 3.59 5.72 0.98 −0.04
Insula R 13 32 −37 18 297 0.70 5.25 −0.73 0.02
Sub-Gyral R 29 −27 −4 351 4.33 5.07 −0.30 0.33

Naming
Precuneus M 23 5 −60 21 1323 2.65 −6.68 −2.84 −0.16
Cuneus R 19 9 −84 36 378 −2.24 −5.29 0.01 0.07
Lingual Gyrus R 19 17 −56 −9 270 −1.77 −5.63 −0.50 0.04

Position
Repetition
Inferior Parietal Lobule L 40 −39 −57 46 5859 −1.26 9.44 1.77 0.21
Caudate L −29 30 14 31104 −2.43 9.41 3.56 0.32
Lateral cerebellum L −33 −48 −46 9666 −1.29 9.23 2.91 0.31
Middle Occipital Gyrus L 37 −48 −62 −5 6345 6.11 8.07 3.89 0.37
Inferior Frontal Gyrus L 9 −47 17 22 5157 4.30 7.91 4.39 0.25
Inferior Parietal Lobule L 40 −60 −35 39 2349 −0.98 7.18 0.97 0.28
Middle Frontal Gyrus L 8 −25 −2 59 1998 2.13 5.59 0.57 0.20
Fusiform Gyrus L 20 −40 −36 −13 378 1.25 5.58 −0.51 0.28
Sub-Gyral L 10 −44 41 −3 432 0.15 5.56 −1.17 −0.21
Lateral cerebellum L −43 −73 −36 324 −0.65 5.54 −0.37 0.08
Cingulate Gyrus L 31 −19 −56 25 351 0.03 5.53 0.11 −0.17
Inferior Frontal Gyrus L 47 −46 26 −4 486 3.10 5.32 −2.18 0.02
Inferior Temporal Gyrus L 37 −57 −47 −16 297 0.66 5.26 −0.59 0.05
Medial cerebellum L −8 −78 −35 243 1.30 5.22 0.02 0.06
Transverse Temporal Gyrus L 41 −32 −46 15 243 0.03 5.15 −0.02 0.05
Transverse Temporal Gyrus L 42 −63 −11 13 648 −0.80 5.10 0.46 0.17
Superior Occipital Gyrus L 19 −31 −78 31 405 2.69 4.98 1.41 0.24
Precuneus L 19 −35 −76 43 297 −0.24 4.98 0.99 0.18
Precentral Gyrus L 6 −43 −14 30 405 −0.03 4.79 0.23 0.27
Medial cerebellum L −6 −56 −11 270 0.44 4.23 −1.29 0.14
Superior Temporal Gyrus L 22 −57 −58 21 432 1.57 −2.33 −2.82 0.09
Cuneus L 18 −11 −72 23 351 −1.27 −5.95 −0.49 0.04
Superior Frontal Gyrus L 8 −11 42 46 4644 2.13 −7.03 −3.55 −0.17
Middle Temporal Gyrus L 21 −55 −32 −4 5967 1.60 −8.30 −5.94 −0.05
Inferior Frontal Gyrus L 45 −50 24 5 4482 2.41 −8.36 −4.03 −0.05
Middle Temporal Gyrus L 21 −50 6 −24 3915 2.07 −9.31 −6.18 −0.15
Precuneus M 7 1 −62 34 70956 −2.23 8.80 5.68 0.41
Cingulate Gyrus M 32 0 25 35 4671 −2.63 6.77 3.52 0.34
Posterior cerebellum M 0 −83 −36 702 −1.16 5.35 2.91 −0.07
Cingulate Gyrus M 24 −2 −1 47 243 −1.93 4.72 0.32 0.28
Cuneus M 19 0 −84 33 243 −3.20 −4.23 −0.40 −0.04
Posterior Cingulate M 29 1 −48 4 945 −0.87 −5.53 −1.80 0.00
Cingulate Gyrus M 23 0 −34 28 1728 −4.20 −6.45 −1.22 −0.02
Middle Frontal Gyrus R 9 29 38 24 31077 −1.51 9.84 3.82 0.41
Inferior Parietal Lobule R 40 44 −55 44 14769 −0.13 8.68 2.69 0.24
Middle Temporal Gyrus R 21 62 −37 −13 837 −0.24 7.56 −1.59 0.01
Lateral cerebellum R 41 −59 −44 1971 −2.03 7.04 1.12 0.01
Medial cerebellum R 30 −38 −39 540 −1.28 6.79 0.62 0.00
Caudate R 18 6 24 2349 0.38 6.58 1.08 0.44
Superior Temporal Gyrus R 22 54 −10 6 594 −3.31 6.53 0.99 0.22
Transverse Temporal Gyrus R 41 34 −39 14 864 0.71 6.40 1.19 0.25
Middle Temporal Gyrus R 37 44 −66 11 324 2.99 6.12 0.00 0.20
Posterior cerebellum R 2 −72 −49 378 −1.45 6.08 −0.34 0.22
Medial cerebellum R 24 −67 −33 405 0.74 5.77 1.11 0.43
Medial cerebellum R 22 −43 −52 1593 −2.48 5.13 0.02 0.11
Lentiform Nucleus R 15 13 −5 324 −4.37 4.97 1.58 −0.02

(continued on next page)(continued on next page)
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broad range of orthographic, phonological, contextual, and
semantic effects.

Identification of ROIs sensitive to lexical variables
To identify a set of candidate brain regions involved in

lexical access processes, we searched for regions in which
activation was modulated by multiple word-level variables
known to influence behavioral measures of lexical processing.
The search was conducted at a whole-brain level so as not to
bias the analysis in favor of regions previously identified by
single-word reading studies. The probe set of variables was
deliberately selected to span multiple levels of language
processing, and included eight different orthographic, lexical,
and contextual variables. The first variable coded for the word
reading vs. fixation contrast. The next three variables coded
for differences in word frequency, length and orthographic
neighborhood size. These variables are strong predictors of a
wide range of reading and language behaviors, including
lexical decision latencies, pronunciation latencies, and eye
fixation durations during reading, and reflect fundamental
components of virtually all extant models of visual word
recognition (Coltheart et al., 2001; Plaut et al., 1996). Another
pair of variables modeled the influence of behavioral norms
for lexical decision task (LDT) and word naming latencies
from an independent set of subjects. These behavioral
measures remain the most widely-used indices of lexical
access processes, yet existing models are capable of explain-
ing only about half of the variance in these measures (e.g.,
Balota et al., 2004; Yarkoni et al., in press-a). They were
included in the present model in order to determine whether
behavioral norms are capable of predicting brain activation
above and beyond the contributions of standard lexical pre-
dictors. Such a finding would suggest that much of the vari-
ance in these behavioral variables reliably reflects neural
processes that are not currently understood. Finally, two
variables were used to model contextual influences on word
reading: The position of a word within its enclosing sentence,
and the number of times a word had previously been presen-
ted within the narrative.

Each individual variable produced reliable and replicable
changes in brain activation. (Fig. 2, Table 2). For present
purposes, we focus on those regions that showed concerted
influences of multiple variables. To identify such ROIs, we
searched for brain regions that showed at least a weak
association (pb .05, two-tailed, uncorrected) with 6 or more
lexical variables (Fig. 3, Table 3). The resulting set of ROIs
included several brain regions canonically implicated in
language comprehension and production in neuropsycholo-
gical studies, e.g., left inferior frontal gyrus (IFG), middle

temporal gyrus (MTG), and temporoparietal cortex, as well as
a region of left inferotemporal cortex dubbed the visual word
form area (VWFA) in recent lesion and neuroimaging studies
(Cohen et al., 2000; McCandliss et al., 2003). Additionally,
several regions that have received relatively little attention in
previous neuroimaging studies of language were identified,
including ROIs in the precuneus, posterior cingulate, and
dorsomedial prefrontal cortex (Table 3); however, because the
role of these in language is not well understood, the present
analyses focus primarily on canonical language regions and
the VWFA.

Inspection of the correlations between the lexical variables
and brain activation suggested a qualitative dissociation
between the response properties of the VWFA and those of
regions classically implicated in amodal language comprehen-
sion and production (Table 3). In both the VWFA and canonical
language regions (including left temporoparietal cortex and
bilateral middle temporal gyrus and inferior frontal gyrus),
activation increased during reading relative to fixation,
decreased with increasing number of word repetitions, and
correlated positively with LDT and word position. However,
differential responses were observed to the three standard
lexical variables of length, frequency, and ON. Whereas
activation in canonical language regions correlated positively
with all three variables, activation in the VWFA correlated
negatively in all three cases (Fig. 4).

Optimized word form processing in the VWFA
The fact that the VWFA response to visually presented

words diverged from other language regions specifically for
the variables of length, frequency, and ON is instructive given
that these three variables were defined on the basis of
orthographic properties, in contrast to the behavioral and
contextual variables. Several models of VWFA function ascribe
it a primarily visual/orthographic role in language processing
(Cohen et al., 2000; McCandliss et al., 2003). An influential
hypothesis is that the VWFA contains neuronal assemblies
optimized to detect and identify orthographically regular
letter strings (McCandliss et al., 2003). The present finding
that VWFA activation correlated negatively with orthographic
neighborhood size and word frequency supports such a
hypothesis. Words with many neighbors are, by definition,
more similar to other words in the lexicon, and the visual
system should presumably be optimized to detect such words
more rapidly. Similarly, the negative relationship between
VWFA activation and word frequency has been interpreted as
evidence that VWFA neurons process frequently encountered
wordsmore fluently than infrequent words (Kronbichler et al.,
2004; Kuo et al., 2003).

Table 2 (continued)

Variable/region Hem. BA x y z mm3 Word – fix (t) t t(rep.) Comp. (r)

Repetition
Thalamus R 1 −25 10 486 −1.21 −5.31 −1.89 −0.18
Middle Temporal Gyrus R 21 50 −18 −11 297 0.48 −5.48 −2.21 0.07
Thalamus R 1 −7 13 513 −0.13 −5.58 −2.07 −0.18
Middle Temporal Gyrus R 21 48 8 −23 864 0.97 −5.95 −5.94 −0.18
Middle Temporal Gyrus R 50 −35 0 1998 1.35 −7.00 −4.50 0.23
Inferior Frontal Gyrus R 45 54 30 5 864 1.54 −7.51 −4.54 0.16

All regions were defined at a whole-brain level. Word – fix. (t) column indicates t-value for the reading – baseline contrast, in order to provide a general sense of whether each region
was activated or deactivated overall. For the lexical effects, t values are displayed separately for the initial study and the replication sample (t(rep.)). Comp. (r): correlation between
regional activation and individual differences in performance on the post-scan reading comprehension test. Hem: hemisphere; BA: Brodmann Area; x,y,z: Talairach co-ordinates of
regional center of mass; mm3: regional volume in cubic millimeters. Bold values denote significant replications of lexical effects, or significant correlations with comprehension test
performance (pb .05, uncorrected).
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More problematic for an orthographic fluency account of
VWFA function was the inverse correlation between VWFA
activation and word length. In behavioral studies, longer words
typically produce slower responses (Balota et al., 2004;Weekes,
1997), suggesting that long words should be processed less
efficiently by the VWFA. However, recent work suggests the
effects of word length are non-linear: Lexical decision latencies
decrease with length for words 2–7 letters in length, and
increase for words longer than 8–9 letters (New et al., 2006). A
powerful but non-intuitive prediction is that if the VWFA is
indeed optimized for rapid detection of visual word forms of an
optimal or average length, it should show a curvilinear activa-
tion profile that parallels behavioral RTs. Conversely, amodal
language regions that support post-orthographic processes
should not.

To test this prediction, we computed a new multiple
regression model that added a quadratic length regressor to
the existing variables. A significant quadratic trend was
indeed found in the VWFA. Length correlated most negatively
with activation for words 7–9 letters in length (t(27)=2.37,
pb .03; Fig. 5). Only one other ROI showed a similar U-shaped
relationship with word length: In the precuneus, activation
was the mirror inverse of the VWFA, increasing with length to
a peak around 7–9 letters and subsequently decreasing (Fig. 5;
t(27)=− 3.91, pb .001). Three other ROIs showed a significant
but qualitatively different quadratic trend, with activation
increasing exponentially as a function of length (Fig. 5;
dorsomedial PFC (t(27)=3.34, pb .002; left inferior frontal

gyrus (t(27)=2.37, pb .04; right medial temporal gyrus (t(27)=
2.49, pb .02).

Orthographic versus phonological coding
The finding that the VWFA appears to be optimized for

processing orthographically valid letter strings does not
require that the representational coding scheme supported
in the VWFA be a purely visual/orthographic one. VWFA
activation is modulated not only by visual properties such as
orthographic regularity but also by phonological processing
demands (Dietz et al., 2005; Sandak et al., 2004b; Xue et al.,
2006). Recent behavioral evidence similarly suggests that
some effects conventionally attributed to orthography, e.g.,
neighborhood size effects, may have a phonological basis
(Yates, 2005; Yates et al., 2004). Thus, it remains unclear at
what stage of processing letter strings are first parsed into
higher-order units such as phonemes, syllables, or mor-
phemes. An important question is whether the VWFA's role
in visual word recognition is restricted to providing ortho-
graphic inputs to other brain regions (e.g., left temporoparietal
cortex) for phonological decoding, or whether it partly
implements the computations involved in grapheme-to-
phoneme conversion, as several researchers have suggested
(e.g., Sandak et al., 2004a).

To address this question, a second statistical model was
computed that added three additional variables to the existing
set of predictors. One variable coded for phonological
neighborhood size (PN; Yates, 2005), calculated in a manner
analogous to the standard definition of orthographic neigh-
borhood size (Coltheart et al., 1977). Each word's PN value was
equal to the number of words in the lexicon that could be
produced by changing exactly one phoneme. By modeling ON
and PN simultaneously, we could quantify the extent of
orthographic versus phonological neighborhood effects in the
VWFA. The other two variables coded for the number of
syllables and number of morphemes in each word. Syllable
and morpheme counts are highly intercorrelated with both
word length and each other (Table 1), but when the three
variables are estimated simultaneously, their parameter
estimates should provide relatively uncontaminated indices
of phonological, morphological, and orthographic processes,
respectively.

The results suggested that there were both orthographic
and phonological effects in the VWFA. The length effect in
VWFA remained statistically significant when controlling for
number of syllables and morphemes (t(27)=− 3.53, pb .002;

Fig. 3. Brain regions in which activation correlated with at least 6 out of 8 lexical effects
(each at pb .05, uncorrected). See Table 2 for details.

Table 3
Lexical effects in regions in which activation correlated with at least 6 lexical variables in the probe set

Region Hem BA x y z mm3 Word – fix. Length Freq. ON LDT Naming Position Repetition

Middle temporal gyrus L 21 −56 −34 −4 6480 5.50 6.03 5.97 3.17 4.86 −1.94 4.25 −7.30
Superior temporal gyrus L 39 −53 −60 23 2538 3.17 7.51 5.37 4.21 3.86 −2.88 3.07 −4.69
Superior frontal gyrus L 8 −12 47 42 1512 3.18 4.89 7.08 2.44 5.33 −1.92 3.37 −6.14
Inferior frontal gyrus L 47 −50 27 −1 1377 2.69 2.52 3.99 3.17 4.10 2.06 4.49 −6.49
Middle temporal gyrus L 21 −48 7 −29 567 2.30 5.05 4.94 3.26 3.50 −2.61 2.88 −5.31
Fusiform gyrus L 37 −42 −57 −15 459 7.65 −2.96 −3.72 −2.18 2.68 1.51 5.19 −4.10
Lingual gyrus L 18 −12 −75 −13 351 −3.15 3.93 2.16 3.83 2.87 0.22 −2.51 3.69
Cuneus M 19 6 −80 34 2025 −3.33 4.38 0.80 1.19 4.50 −4.80 −3.73 6.22
Posterior cingulate M 23 4 −55 18 729 4.63 3.38 0.34 −2.71 3.09 −3.40 −2.29 3.60
Precuneus M 31 1 −69 29 243 3.14 4.69 −2.05 −0.71 2.22 −3.27 −2.56 3.93
Superior temporal gyrus R 22 49 −34 2 1404 5.29 4.02 3.49 4.08 5.17 0.67 0.65 −6.25
Inferior frontal gyrus R 47 52 30 −4 324 1.25 0.26 2.19 1.61 1.43 4.21 1.36 −3.31
Posterior cerebellum R 23 −79 −36 243 1.79 4.33 4.86 2.25 3.05 −1.96 2.73 −3.89

Columns for the 8 tested effects represent t-values. Bold values are significant at pb .05, two-tailed, uncorrected. ON = Orthographic Neighborhood Size; LDT= Lexical Decision Task
response latencies.
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Table 4), suggesting a genuine visual effect of string length
rather than correlated higher-order variables. In contrast, the
putative ONeffect appeared to have a phonological basis: VWFA
activation correlated negatively with PN (t(27)=− 2.52, pb .02)
and positively with syllable count (t(27)=2.78, pb .005), but

showed no remaining association with ON (t(27)=− .7, ns). No
unique effect of morpheme count was found in the VWFA.

Like the VWFA, most other canonical language regions,
including the left temporoparietal area and bilateral IFG and
MTG, also showed significant effects of syllable count and PN

Fig. 4. Correlations betweenword-level variables and activation in selected functionally-defined ROIs (see Table 3 for details). Each row displays summary magnitude estimates and
detailed timecourses for a single region. Error bars represent one standard error of the mean. Units on the y-axis represent % change in BOLD signal per standard deviation in each
lexical variable. For timecourses, units on the x-axis represent time (in seconds) elapsed since word onset.
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but not of morpheme count or ON, though the direction of the
PN effect was positive rather than negative (Table 4).
Interestingly, word length effects were substantially reduced
in all five regions, and remained significant only in the right
MTG and left temporoparietal area. Of the five canonical
language regions, only right MTG showed a significant corre-
lation with number of morphemes (t(27)=2.29, pb .03).

Effects of word imageability
A final question addressed was whether the VWFA supports

semantic processing of words in addition to its role in ortho-
graphy and phonology. Rapid processing of semantic attributes
might be expected based on the close spatial proximity of the
VWFA to other inferotemporal areas associated with object
perception (e.g., the fusiform face area; Kanwisher et al., 1997),
as well as behavioral evidence indicating that semantic vari-
ables such as imageability exert a sizeable influence on lexical
decision latencies (Balota et al., 2004). Several neuroimaging
studies have found a positive correlation between VWFA
activation and word imageability or concreteness (Bedny and
Thompson-Schill, 2006; Sabsevitz et al., 2005; Wise et al.,
2000). However, these studies allowed several seconds of
processing per trial and used experimental tasks that explicitly
directed attention to semantic properties of the stimuli. The

increased VWFA activation observed for highly imageable
words might therefore reflect top-down reactivation of
object-specific IT cortex during conscious construction of
mental images rather than relatively automatic semantic
processing (for discussion, see Balota et al., 2006; Dehaene
et al., 2002).

To test whether VWFA activation correlated with word
imageability in the present paradigm, we added imageability
norms (Toglia and Battig, 1978) to the multiple regression
model, retaining all earlier variables (including the phonolo-
gical variables). (Norms were available for only 68.2% of the
words in the narratives; the others were left unmodeled; see
supplemental analyses below.) A positive correlation was
observed between VWFA activation and imageability (t(27)=
3.35, pb .002). No other ROI showed a positive correlation
with imageability. Interestingly, when imageability was
included in the model, the association between VWFA
activation and frequency was eliminated (t(27)=− .05, ns),
likely due to the strong correlation between the two variables
(r=− .74 across stimulus words). The effects of other variables
on VWFA activation generally remained significant (pb .06 for
length, pb .05 for PN, naming, repetition, and position). Thus,
even in the most conservative model tested, VWFA activation
was independently influenced by a broad range of ortho-
graphic, phonological, contextual and semantic variables.

Additional validation analyses

The above results demonstrated that the ERR approach
produces robust, theoretically informative results that are
broadly consistent with previous single-word fMRI studies.
However, several issues remained unaddressed. First, the
inclusion of incomplete imageability norms in the above
model assumed that the ERR approach is largely unaffected by
data omission, which requires empirical validation. Second,
none of the models tested above controlled for potential
confounding effects of grammatical class. Finally, while the
presence of statistically significant results is compelling, a
demonstration that the ERR effects identified are replicable
and predict meaningful behavioral criteria would be still more
convincing. To address these concerns, we conducted a series
of additional analyses.

Model resilience to word omissions
For the multiple regression model that included image-

ability, a large proportionofwords (31.8%) couldnot bemodeled

Fig. 5. Estimated % BOLD signal change (y-axis) as a function of word length in ROIs that
showed a significant quadratic effect of length. Activation in the right MTG and
dorsomedial PFC ROIs (not illustrated) showed a quadratic trend virtually identical to
the left IFG.

Table 4
Lexical effects for regions in Table 3 following inclusion of phonological and morphological variables

Region Hem BA x y z mm3 Word – fix. Length Freq. ON PN LDT Nmng. Syll. Morph. Pos. Rep.

Middle temporal gyrus L 21 −56 −34 −4 6480 6.06 0.69 5.80 1.48 2.15 3.95 0.13 4.83 1.84 4.20 −7.16
Superior temporal gyrus L 39 −53 −60 23 2538 3.45 2.96 5.21 0.63 3.26 3.28 −1.47 3.46 0.61 2.82 −4.07
Superior frontal gyrus L 8 −12 47 42 1512 3.47 −0.50 6.91 −0.82 3.68 4.02 −0.94 5.28 1.90 3.59 −5.17
Inferior frontal gyrus L 47 −50 27 −1 1377 3.14 −1.61 3.89 1.73 2.82 3.12 3.49 3.53 0.89 4.58 −6.06
Middle temporal gyrus L 21 −48 7 −29 567 3.49 −0.33 3.66 0.61 2.25 2.73 −1.47 4.01 1.29 2.72 −5.22
Fusiform gyrus L 37 −42 −57 −15 459 7.27 −3.53 −3.98 −0.70 −2.52 1.20 3.18 2.78 0.61 5.10 −3.93
Lingual gyrus L 18 −12 −75 −13 351 −2.98 2.14 2.16 3.20 −1.78 1.87 0.54 −0.86 1.55 −2.62 3.67
Cuneus M 19 6 −80 34 2025 −3.31 2.33 1.10 2.25 −2.78 3.25 −4.62 −2.00 2.61 −3.71 5.69
Posterior cingulate M 23 4 −55 18 729 4.39 0.63 0.35 −0.53 −2.36 2.13 −2.51 −0.28 3.29 −2.30 2.61
Precuneus M 31 1 −69 29 243 3.15 2.85 −2.07 0.24 −1.76 1.96 −2.92 −0.85 0.32 −2.00 3.64
Superior temporal gyrus R 22 49 −34 2 1404 5.16 0.84 3.93 1.54 2.38 4.59 2.36 3.39 2.29 0.96 −6.24
Inferior frontal gyrus R 47 52 30 −4 324 1.16 −2.18 1.92 0.41 1.40 0.89 5.14 2.20 1.63 1.38 −3.04
Posterior cerebellum R 23 −79 −36 243 1.24 3.64 4.48 −0.11 2.59 2.91 −1.74 0.82 −0.47 2.91 −2.59

In addition to the 8 columns represented in Table 3, there are columns for number of syllables (Syll.), number of morphemes (Morph.), and Phonological Neighborhood Size (PN). Bold
values are significant at pb .05, two-tailed, uncorrected.
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because they lacked imageability norms. The ability to success-
fully estimate the influence of imageability on brain activation
was therefore contingenton themodel's robustness to item loss.
Does omitting substantial numbers of words catastrophically
affect the models' detection power? To address this, we
computed a new model that randomly eliminated approxi-
mately 50% of all words for each subject but was otherwise
identical to our first regressionmodel (which included 7 lexical
variables). Words were randomly and independently omitted
for each participant; each word had a 50% change of being
eliminated. Word variables were eliminated in a list-wise
manner: either all variables (length, freq, etc.) were included
for a word, or none were.

The model showed substantial robustness to word omis-
sion. Effects of the lexical variables were, unsurprisingly,
somewhat weaker; however, detection power was still good
and there was no evidence of a systematic increase in false
positives. At an ROI level, 128 of 140 ROIs (91%) continued to
show a significant effect at pb .05, uncorrected. Importantly,
the majority of ROIs identified in Table 2 would have been
detected even if the same whole-brain analysis had been
conducted on the 50%-omission model. Fig. S1 compares the
results of the two models for a sample variable (word
frequency). Thus, far from requiring that every word in the
stimuli be coded for, the present methodology appears to
provide reliable estimates even when half of the words are
omitted.

Controlling for grammatical class
A second potential problem associated with modeling

word-level variables within the context of narrative text is
that the grammatical class of the stimulus words cannot be
constrained a priori, and may be naturally correlated with
lexical variables. For example, function words tend to be
shorter and more frequent than content words. There is
ongoing debate as to whether words of different grammatical
class recruit different neural systems (e.g., Bedny and Thomp-
son-Schill, 2006; Longe et al., 2007; e.g., Shapiro et al., 2005).
Might the correlations observed between lexical variables and
neural activity reflect the confounding influence of gramma-
tical class? To rule out this concern, we computed a newmodel
that included dummy-coded regressors for different parts of
speech (nouns, verbs, adjectives, adverbs, and closed-class
words). Words were classified using an automated part-of-
speech tagger (Toutanova et al., 2003). The inclusion of the
syntactic variables had a negligible influence on the observed
assocations between the lexical variables of interest and neural
activity: 118 of 119 ROIs continued to show a significant effect
at pb .05; the vast majority (112/119) remained significant at
pb .001; and significance levels actually increased in 23 ROIs.
(The 21 ROIs associated with the word reading vs. fixation
contrast were not tested because this contrast was replaced by
the 5 sets of syntax regressors.) Thus, the lexical results could
not be attributed to confounding grammatical effects.

Replication of effects in an independent sample
As a stringent test of the reliability of the ERR approach, we

assessed the degree to which the results of the present study
(Experiment 1) could be replicated in an independent sample
drawn from a different study (Experiment 2; Yarkoni et al., in
press-b). In Experiment 2, subjects (n=29) read 48 shorter
narratives (each approximately 49 s long) describing the
everyday activities of a seven year-old boy. The design and

analytic approach in Experiment 2 were similar in most
respects to Experiment 1. The main difference was that power
to detect word-level effects in Experiment 2 was substantially
lower than in Experiment 1 due to exclusion of data from a
different reading condition conceptually dissimilar to Experi-
ment 1. In brief, Experiment 2 included both a coherent
reading condition similar to Experiment 1, and a ‘scrambled’
condition in which materials were coherent at the sentential
but not at the narrative level (for details, see Yarkoni et al., in
press-b). For present purposes, lexical regressors were
estimated separately for each condition, and only the coherent
condition was tested for replication of Experiment 1 effects.
Statistical analysis in Experiment 2 was performed only at an
ROI level; thus, all effects were tested at pb .05, uncorrected.

We attempted to replicate effects by testing each of the 140
ROIs identified in the first regression analysis of Experiment 1
(Table 2) for the same effect in the replication sample. Across
all variables, 87 out of 140 ROIs showed a statistically
significant effect (pb .05) in the same direction in Experiment
2 as in Experiment 1, a rate grossly exceeding chance
expectation (binomial probability test, pb10− 75). An addi-
tional 38 ROIs showed a non-significant effect in the same
direction (Table 2), and only one ROI showed a significant
effect in the opposite direction (versus the chance expectation
of 7 false positives). Moreover, the rate of replication exceeded
chance for five of the eight individual word variables (word vs.
fixation: 20/21 ROIs; length: 10/18 ROIs; frequency: 13/19
ROIs; position: 3/13 ROIs; repetition, 16/39 ROIs; pb .05 for
position, pb .001 for all other variables), and at least one ROI
replicated for each of the remaining three variables. Thus,
item-level differences in rapidly presented words exerted
highly consistent effects on brain activity across the two
experiments despite the differences in task structure.

Lexical activations predict individual differences in reading
comprehension

A final validation analysis sought to demonstrate the
external validity of the lexical estimates produced by the
present approach. We reasoned that if the activation changes
associated with lexical variation played a functional role in
supporting reading, they should also predict individual dif-
ferences in reading comprehension, as assessed on the post-
scan multiple-choice comprehension test. To test this hypoth-
esis, we correlated individual differences in comprehension
performance with activation in the ROIs identified by the
group-level analyses (Table 2). The analysis was performed
separately for each of the lexical variables (e.g., comprehension
was correlatedwith frequency-related activation in frequency-
defined ROIs, length-related activation in length-defined ROIs,
etc.). Collapsing across all variables, significant correlations
(pb .05) were observed in 15 out of 140 ROIs (Table 2), a rate
significantly different from chance (binomial probability test,
pb .006). Moreover, in all 15 cases, the direction of the cor-
relation between comprehension and brain activation mir-
rored the direction of the group-level effect for the sample as a
whole (e.g., in regions where brain activation was greater for
low-frequency words than high-frequency words, better-
performing subjects showed even stronger responses to low-
frequency words). This finding generalized to non-signifi-
cantly correlated ROIs: better comprehension was associated
with amplification of the group-level effect in 112 of 140 ROIs
(binomial probability: pb4.2×10− 13). When very small effect
sizes (rb .1) were excluded, the effect even stronger:
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correlations in the group-average direction were observed in
85 of 92 ROIs (binomial probability: pb3.8×10−18). Thus,
individuals with better comprehension showed an amplified
pattern of reading-related activation that spanned multiple
lexical variables and brain regions.

Discussion

Methodological implications

The results of the present study demonstrate the viability of
studyingword-level processes using fMRI evenwhen coherent
narratives are presented at a relatively rapid rate. The ERR
approach introduced in this study parallels methodological
trends in the psycholinguistic literature (Balota et al., 2004;
Sereno and Rayner, 2003), and offers several important
advantages over traditional single-word fMRI studies. One
advantage is that, because the experimental paradigm more
closely approximates natural reading rates and does not
interrupt reading with an overt task, the resulting estimates
are likely to provide more accurate insights into the neural
mechanisms of reading and language processing. Another
advantage is the reduced need for a priori constraint of one's
stimuli. Although the proposal to exercise less experimental
control over stimulus selection may seem counter-productive,
it actually provides several benefits. First, the effective range of
variation in most dimensions increases. Second, avoiding
dichotomization of one's variables allows non-linear effects
to be modeled (e.g., length in the present study). Third, re-
searchers can control for a much broader range of potential
confounds, including variables that may not have been
considered initially. For example, most single-word neuroima-
ging studies match stimuli on ON, but very few match on PN
(e.g., Binder et al., 2003). The fact that PN effects dwarfed ON
effects in the present study raises concerns about the
interpretation of previous results. Might some effects ascribed
to orthographic processing really be phonological in nature?
Such a possibility was easily tested in the present study by
adding a variable to the model, but would be more difficult to
assess in a factorial study with relatively few stimuli.

Finally, perhaps themost important advantage of the Event-
Related Reading Paradigm over conventional single-word de-
signs is the considerable flexibility it provides to study almost
any word-level variable that might influence reading. Whereas
use of single-word designs often restricts the scope of inves-
tigation to one or two variables, the ERR approach affords
investigation of multiple variables simultaneously and in
naturally coherent combinations. For validation purposes, the
scope of the present investigationwas restricted to a set ofwell-
studied lexical and semantic variables. However, the range of
possible applications is virtually limitless. Researchers could,
for example, investigate the relationship between neural
activation and latent semantic content, deep syntactic struc-
ture, or interactions between different lexical variables. Norms
for variables ranging from narrative complexity to level of
emotional arousal could be regressed on brain activation on a
word-by-word basis. Novel variables could be validated by
demonstrating unique modulation of brain activation. Impor-
tantly, such investigations could be highly cost-effective,
because a single dataset could potentially be used to test a
multitude of hypotheses. Ideally, therefore, increased use of an
ERR approach might be accompanied by the development of
large, open-access fMRI datasets that allow for open-ended

investigations of language function, mirroring the flexibility of
large-scale behavioral databases.

Of course, the benefits of the ERR approach must be
weighed against several potential limitations of the method.
First, the absence of behavioral measurement during scanning
may make it difficult to ensure that subjects are actively
engaged in the task and following instructions appropriately.
This absencemay be a small price to pay if one's goal is to study
reading processes in as natural a context as possible; never-
theless, care should be taken to ensure participant compliance
whenever possible. For example, in the present study, a post-
scanning comprehension test was used to ensure that all
subjects were actively reading the narratives during scanning.

Second, multicollinearity between variables may result in
unreliable estimates if too many predictor variables are in-
cluded in the regression model. As in any other multiple
regression or GLM analysis, care should be taken to ensure that
correlations between variables are not excessive, and that each
variable carries sufficient unique variability to serve as a viable
predictor of brain activation. A failure to take such considera-
tions into account could lead to unreliable GLM estimates that
reduce the probability of detecting significant activations and
make interpretation of any significant results more difficult.

Third, presenting words within coherent narratives rather
than in isolation could potentially confound the effects ofword-
level variables with those of intercorrelated phrase-level,
sentence-level, or narrative-level variables due to a relative
lack of control over the order in which words are presented.
While this concern is valid, we would argue that its severity
depends largely on one's objectives. If the goal of a study is to
characterize the neural correlates of word processing in as
context-free amanner as possible, an ERR approachmay indeed
be inadvisable. However, if one is interested in studying word-
level processing in the context of reading, the ERR approach is
clearly preferable to standard single-word designs, because
there is little doubt that contextual factors play an important
role in word-level processing under typical circumstances.
Moreover, as noted above, hypotheses about potential con-
founds can be directly tested using the ERR approach simply by
adding variables to themultiple regressionmodel and assessing
their impact.

Finally, one might argue that the ERR approach does not go
far enough toward approximating natural reading processes,
because it does not allow subjects to control the rate of pre-
sentation, skip or refixate words, etc. We agree with this
concern, and view the ERR approach as only an incremental
step in the broader effort to develop more naturalistic reading
paradigms for fMRI. While considerable challenges remain
before fMRI can be combinedwith high-precision eye-tracking
techniques in such a way as to allow subjects full control over
stimulus presentation and eye movement, the continued de-
velopment of MR-compatible eye-tracking techniques pro-
vides reason for optimism (e.g., Gitelman et al., 2000;
Kanowski et al., 2007; Kimmig et al., 1999; e.g., Oeltermann
et al., 2007).

Theoretical implications

The present results also have theoretical implications for
existing models of visual word form analysis. Supporting the
notion that the VWFA contains neuron assemblies optimized
for rapid processing of valid word forms (McCandliss et al.,
2003), we found that VWFA activation varied systematically
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with several orthographically-defined variables, including
word frequency (Chee et al., 2003a; Kronbichler et al., 2004),
orthographic neighborhood size, and word length. Of parti-
cular interest in this respect was the finding that the VWFA,
but not other language regions, showed a U-shaped relation-
ship with length, consistent with recent findings of a similar
relationship between length and behavioral response laten-
cies (New et al., 2006). Importantly, however, the results also
provided strong evidence for a VWFA role in integrating
orthography with word sound and meaning. VWFA activation
was independently modulated by several different phonolo-
gical, semantic, and contextual variables. Moreover, the ON
effect in this area appeared to be better explained as an effect
of phonological neighborhood size (PN), a novel and informa-
tive finding given recent discussion over whether neighbor-
hood size effects in behavioral tasks reflect orthographic or
phonological processes (Yates et al., 2004). The fact that the
VWFA was sensitive to unique effects of PN and number of
syllables, but not to ON, suggests that the process of
grapheme-to-phoneme conversion may initiate earlier in the
processing stream than is often assumed, and is consistent
with recent studies demonstrating converging orthographic,
phonological, and/or semantic effects in the VWFA (e.g.,
Sandak et al., 2004b; Xue et al., 2006). Sandak and colleagues
have interpreted such findings as evidence that the left
inferotemporal cortex serves as a general “skill zone” rather
than supporting orthography-specific processes, a contention
the present results support (Sandak et al., 2004a).

Although we have focused primarily on the role of the
VWFA, the response profiles observed in other brain regions
also inform previous work on the neural mechanisms of
reading. Several of the effects observed in the present study
directly replicate previous results, e.g., the finding that all 5
canonical language ROIs demonstrated an effect of priming
(reduced activation with increasing repetition of a word;
Demb et al., 1995; Wagner et al., 2000). Other effects are novel
but follow naturally from existing models, e.g., the relatively
selective time-on-task effect of naming latencies on bilateral
IFG activation, consistentwith a role for this region in subvocal
articulation or rehearsal (Henson et al., 2000; Paulesu et al.,
1993).

Also important, some of the current observations are
inconsistent with previous results. For example, we observed
strong positive effects of frequency in IFG and MTG, where
previous fMRI and studies have typically observed negative
effects (Chee et al., 2003a,b; Kronbichler et al., 2004). One
possible interpretation of this discrepancy is that the present
paradigm, in which words were presented at a relatively nat-
ural reading pace, emphasizes the latency of neural responses
rather than their magnitude. That is, high-frequency (HF)
words may elicit greater activation in anterior language sites
because their lexical representations are accessed earlier in
the 200ms window of word presentation than low-frequency
(LF) words, allowing more time for the neural response to
accumulate. If true, this account would suggest that the LFNHF
effects seen in previous fMRI studies are epiphenomenal with
respect to reading comprehension, because natural reading
rates are much closer to 200 ms than the trial durations
typically used in single-word studies.

Finally, an intriguing and unexpected finding of the present
study was the presence of consistent associations between
lexical variables and activation in regions outside of the ca-
nonical language network. Inparticular, these regions included

several that have been identified with the brain's ‘default
mode’ of processing in the absence of a focal cognitive
task (Raichle et al., 2001). These included areas of DMPFC,
precuneus, and posterior cingulate cortex .The fact that the
response profiles of these regions differed markedly from one
another (Table 2) suggests that their involvement in reading
cannot be attributed to a general association between proces-
sing difficulty and default network activation. For example,
DMPFC activation showed a profile that closely resembled
activation in bilateral IFG and MTG, including an exponen-
tially-increasing relationship with word length. In contrast,
precuneus activation showed an inverse U-shaped relation-
ship with word length. Such dissociations suggest that default
network regionsmayplay secondary roles in lexical processing
that are currently not well understood. Alternatively, it is
possible that effects in default network regions reflect the
confounding influences of multiple unmodeled higher-level
variables. For example, DMPFC is reliably activated during
theory of mind tasks and situation model processing (Ferstl
et al., 2007; Ferstl and von Cramon, 2001; Yarkoni et al., in
press-b); perhaps the demand for such processes covaries
naturally with lexical variables such as frequency and length
when presented in the context of coherent narratives. Such
hypotheses could be tested in future studies using a similar
multiple regression approach.

Conclusions

The present study validated a new Event-Related Reading
approach to studying word-level processes with fMRI during a
coherent reading context. Application to a set of well-studied
lexical variables replicated several findings of previous single-
word fMRI studies while also identifying several novel and
theoretically informative effects. The flexibility and power of
the ERR approach thus render it an ideal complement or
alternative to conventional single-word fMRI designs when
studying the neural mechanisms of reading and language.

Appendix A. Supplementary data

Supplementary data associatedwith this article canbe found,
in the online version, at doi:10.1016/j.neuroimage.2008.04.258.
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