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Richardson AG, Lassi-Tucci G, Padoa-Schioppa C, Bizzi E. Neu-
ronal activity in the cingulate motor areas during adaptation to a new
dynamic environment. J Neurophysiol 99: 1253–1266, 2008. First
published January 23, 2008; doi:10.1152/jn.01096.2007. Neurons in
the cingulate motor areas (CMA) have been shown to be involved in
many aspects of sensorimotor behavior, although their role in motor
learning has received less attention. Here, we recorded single-cell
activity in the CMA of monkeys while they adapted reaching move-
ments to different dynamic environments. Specifically, we analyzed
CMA activity during normal reaching to visual targets and during
reaching in the presence of an applied velocity-dependent force field.
We found that the cingulate neuronal activity was modulated during
each phase of the task and in response to the applied forces. The
neurons’ involvement in the visuomotor transformation was influ-
enced by their rostrocaudal location in the cingulate sulcus. Rostral
CMA (CMAr) neurons were modulated by the visual instruction to a
greater extent than caudal CMA (CMAc) neurons. In contrast, CMAc
neurons had a greater amount of phasic and directionally tuned
activity during movement than CMAr cells. Furthermore, compared
with CMAr cells, the movement-related activity of CMAc cells was
more frequently modulated by the applied force fields. The magnitude
of the force-field–related neuronal response scaled with the amount of
perturbation in each reaching direction. However, contrary to previous
results from other cortical motor areas, force-field adaptation was not
correlated with a shift in directional tuning of the CMA population.
Based on these results, we suggest that although the CMA is clearly
sensitive to applied forces, it is less involved in generating anticipa-
tory responses to predictable forces than other cortical motor areas.

I N T R O D U C T I O N

Anatomical studies have identified multiple distinct premo-
tor areas in the primate frontal lobe, each of which projects
directly to primary motor cortex and the spinal cord (Dum and
Strick 2002). Understanding the differential contribution of
these areas to motor control and motor learning is a matter of
ongoing research. This is particularly true of the cingulate
motor areas (CMA), located within the cingulate sulcus on the
medial wall of the cerebral hemisphere, whose neuronal activ-
ity has only recently been studied (Akkal et al. 2002; Backus
et al. 2001; Cadoret and Smith 1995, 1997; Crutcher et al.
2004; Hoshi et al. 2005; Russo et al. 2002; Shidara and
Richmond 2002; Shima and Tanji 1998; Shima et al. 1991).
These studies have shown that single-cell activity in the CMA
is correlated with the preparation, execution, and reward of

motor behaviors. Similar movement-related CMA activity has
been demonstrated by functional imaging in humans (Fink
et al. 1997; Picard and Strick 1996).

Human imaging work suggests that the CMA are also
involved in several types of motor learning. Learning-related
increases in CMA activity have been observed when learning
a sequence of movements (Doyon et al. 1996; Grafton et al.
1998), learning a conditional visuomotor association (Deiber
et al. 1997), and adapting to a visuomotor transformation
(Della-Maggiore and McIntosh 2005). However, similar inves-
tigations into motor learning have not been conducted at the
single-cell level in the CMA. Therefore we studied CMA
neuronal activity during a motor-learning task. In particular,
monkeys were trained to make reaching movements that, at
times, were perturbed by a novel pattern of velocity-dependent
forces, or a curl force field (Shadmehr and Mussa-Ivaldi 1994).
Monkeys adapted their movements to the force-field environ-
ment and, when the force field was suddenly removed, showed
prominent adaptation aftereffects.

In a series of previous studies, we found that the activity of
many neurons throughout the motor areas of the frontal lobe
was correlated with force-field adaptation (Gandolfo et al.
2000; Li et al. 2001; Padoa-Schioppa et al. 2002, 2004; Xiao
et al. 2006). Specifically, we observed that the relationship
between cell spike rate and movement direction gradually
changed when learning the force-field environment to provide
appropriate compensatory muscle activity. The goal of the
present study was to complete this line of investigation of
cortical motor areas by recording neuronal activity in the CMA
during force-field adaptation. It is known that CMA activity is
modulated by force production in humans (Dettmers et al.
1995; Ehrsson et al. 2007; Kuhtz-Buschbeck et al. 2001) and
monkeys (Cadoret and Smith 1995, 1997). Therefore we pre-
dicted CMA neuronal activity would be modulated by the
applied force fields and exhibit adaptation-related changes in
directional tuning.

In the present study, intracortical microstimulation revealed
distinct rostral (CMAr) and caudal (CMAc) limb representa-
tions. Cells in each representation were engaged in the prepa-
ratory and movement phases of the visuomotor reaching task.
Furthermore, the applied forces caused the movement-related
activity of some CMA neurons, predominantly located in the
CMAc, to increase in a reflex-like manner. However, a shift in
directional tuning of neuronal activity—the hallmark of force-
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field adaptation seen in other cortical motor areas—was not as
prominent in the CMA.

M E T H O D S

Two male rhesus macaques (Macaca mulatta), C and K, were
involved in this experiment. The behavioral task and electrophysio-
logical techniques were very similar to those of our previous studies
(Gandolfo et al. 2000; Li et al. 2001; Padoa-Schioppa et al. 2002,
2004; Xiao et al. 2006). All experimental procedures adhered to the
National Institutes of Health Guide for the Care and Use of Labora-
tory Animals and were approved by the MIT Committee for Animal
Care.

Behavioral task

The monkeys sat in a chair and held on to a handle at the end of a
two-link, planar robotic manipulandum with their right hand (Fig. 1A).
On each trial, they moved the handle in the horizontal plane between
two targets located 8 cm apart. The targets (1.6-cm white squares) and
current position of the handle (a 0.3-cm white square) read from
potentiometers on the robotic arm were indicated on a monitor with a
black background placed about 75 cm in front of the monkey.

Each trial began with a 1-s hold time at the center target, followed
by the presentation of a pseudorandomly chosen peripheral target (i.e.,
the cue). The peripheral target was in one of eight locations, spaced
uniformly 45° apart in a circle around the center target. The center
target remained on for a variable 0.5 to 1.5 s after the cue to indicate
the instructed delay time. On disappearance of the center target (i.e.,
the go signal), the monkey made a reaching movement to place the
cursor in the peripheral target, where it had to remain for 1 s to receive
a juice reward. Thus the reaching task consisted of five behavioral
intervals (center hold; delay time; reaction time; movement time;
target hold) divided by four events (peripheral target on, cue; center
target off, go; movement onset, mo; movement end, me) (Fig. 1B).

Movement duration had to be �3 s and movements had to remain at
all times within a region �60° about a line connecting the center and
peripheral targets. Any error resulted in abortion of the trial without
reward. The hand trajectory (position and velocity) on each trial was
recorded at 100 Hz.

In control sessions, the monkeys performed �480 correct trials
with no external forces (i.e., a null force field). In learning sessions,
the monkeys performed 160 correct trials with no external forces
(baseline epoch), followed immediately by another 160 correct trials
during which the robotic manipulandum applied forces on the hand
that were proportional and perpendicular to its velocity vector (force-
field epoch), and finally another 160 correct trials with no external
forces (washout epoch). The magnitude of the velocity-dependent curl
force field was 6 Ns/m. In the learning sessions, the force field could
be either clockwise or counterclockwise. Thus overall, the monkeys
performed reaching movements in three types of force fields: null
field, clockwise curl field, or counterclockwise curl field.

Surgery

All surgeries were performed using sterile techniques with the
monkey under general anesthesia. After sufficient training on the task,
a stainless steel head-restraining device was fixed to the skull near
lambda. The monkey was then retrained to perform the task under
head-fixed conditions. Then a 28-mm circular craniotomy was per-
formed, leaving the dura mater intact, and a stainless steel recording
well was fixed to the skull around this site. The center of the
craniotomy was 23 mm (monkey K) or 22 mm (monkey C) rostral to
the interaural line and centered on the midline. Systemic antibiotics
and analgesics were given following the surgeries and the monkeys
were allowed several days of rest to recover from each procedure. The
exposed dura mater was treated with topical antibiotics and antiin-
flammatories daily. Periodically (once every �2–3 wk), scarring that
would accumulate over the dura mater was mechanically removed.

Electrophysiology

Intracortical microstimulation (ICMS) was used to map the somatic
representations of the medial cortical motor areas of the left hemi-
sphere. ICMS consisted of 50-ms trains of biphasic pulses at 330 Hz,
with 0.2-ms pulse duration and 10- to 120-�A pulse amplitude.
Stimulus-evoked muscle twitches were observed and mapped to the
cortical location of the stimulus. After the ICMS study, extracellular
recordings were made during each session that the monkeys per-
formed the task, mostly from cortical locations at which the arm was
represented. For the stimulations and recordings, we used epoxylite-
insulated tungsten microelectrodes, with 1- to 3-M� impedance and
250-�m-diameter shaft tapered down to a 3-�m-diameter tip (FHC).
The electrodes were lowered transdurally at the beginning of each
session using a custom-made manual microdrive with a depth reso-
lution of about 30 �m. Due to dimpling of the cortex on penetration
and limitations in depth resolution, the laminar location of the re-
corded cortical cells was generally not known. Up to eight electrodes
were used in each recording session. The analog electrical signals
from the electrodes were passed first to a preamplifying headstage (AI
401, Axon Instruments) located about 5 cm from the electrodes, then
to an amplifier (Cyberamp 380, Axon Instruments) where they were
filtered (300-Hz to 10-kHz passband) to obtain multiunit activity, and
finally to an A/D board where they were digitized (12-bit resolution at
20 kHz/channel). The multiunit activity was not recorded continu-
ously, but rather action potentials (i.e., spikes) were detected on-line
by a manually determined threshold crossing and only the spike times,
along with behavioral task event times, were recorded to file with
0.1-ms resolution. Spike waveforms (i.e., 1.75 ms of the continuous
signal around the spike time) were also saved for subsequent off-line
spike sorting.

A

B

FIG. 1. Behavioral task. A: schematic of the approximate relative orienta-
tion of the monkey, robotic arm, and monitor. Forces applied to the arm were
proportional and perpendicular (either clockwise or counterclockwise) to the
hand velocity vector. B: schematic of the cursor (circle) and targets (squares)
on the monitor during the 4 phases of each trial.
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Anatomy and histology

At the end of the recording sessions, the boundaries of the recording
sites were marked with electrolytic lesions (cathodal current, 20 �A,
2 min). Then the monkeys were given an overdose of pentobarbital
sodium and perfused transcardially with heparinized saline followed
by buffered formalin. India ink was used to mark the surface of the
cortex at selected coordinates near the recording sites. The brains were
then removed from the skull and photographed to record anatomical
landmarks relative to the recording sites. The brains were sectioned
(coronal plane, 10-�m sections) and stained (luxol fast blue and cresyl
echt violet) for histological analysis.

Behavioral analysis

Performance was quantified on each successful trial by the signed
deviation area between the hand path and the line connecting the
center and peripheral targets (Rokni et al. 2007). To assess robustness
of our results we also computed two other performance metrics: the
peak perpendicular displacement of the hand path from a straight line
(Shadmehr and Moussavi 2000) and the perpendicular displacement
of the hand path 250 ms after movement onset from a straight line
(Thoroughman and Shadmehr 2000). All three performance metrics
yielded very similar results; for brevity we report the results using the
deviation area measure only. We also looked at the trial success rate,
but it did not generally capture the performance as well as the trajectory-
based measures. All aborted trials were excluded from the analysis.

Force-field–related changes in performance were tested with five
planned comparisons (t-test) for each session: 1) an adaptation test
(trials 161–200, ii in Fig. 2, vs. 281–320, iii), 2) an aftereffect test
(trials 121–160, i, vs. 321–360, iv), 3) a deadaptation test (trials
321–360, iv, vs. 441–480, v), 4) a completeness of adaptation test
(trials 121–160, i, vs. 281–320, iii), and 5) a completeness of dead-
aptation test (trials 121–160, i, vs. 441–480, v). A per comparison
error rate (P � 0.05) was used to judge significance since only the
overall percentage of significant tests across sessions was of interest
(conservatively assuming �5% were type I errors).

In addition to the preceding comparisons, which lumped together
trials in all eight target directions, we assessed whether performance
changes due to the perturbation (early force-field, trials 161–200, ii) or
due to aftereffects (early washout, trials 321–360, iv) were direction-
ally tuned. Changes were defined relative to the mean late baseline (i)
performance in the corresponding directions. For each monkey, per-
formance changes were compiled across all learning sessions, sepa-
rating clockwise from counterclockwise. The four data sets (pertur-
bation or aftereffect changes due to clockwise or counterclockwise
force fields) were subjected to Rayleigh tests for uniformity across
directions with a unimodal alternative and with a bimodal alternative
(Fisher 1993), using Moore’s modification for weighted directional
data (Moore 1980).

Neuronal analysis

Spike sorting was done manually, with the aid of a software
package (Autocut 3, DataWave Technologies), by detecting clusters
in spike waveform feature space. Clusters of spikes were assumed to
come from one neuron if they were 1) reasonably separated from other
clusters and noise spikes in feature space; 2) had temporally contin-
uous, if not constant, waveform features; and 3) exhibited at least a
1-ms refractory period. Spike clusters meeting these criteria were
classified as single-unit activity (i.e., neuronal activity).

We examined how neuronal activity, and in particular the rate of
spiking, was modulated by within-trial events, such as the cue or go
signals (event-related activity) and across-trial changes in the dynamic
environment (force-field–related activity). The time windows and trial
epochs used to compute spike rate differed for these two analyses. For
the event-related analysis, we used the concatenation of three

perievent time windows spanning the trial (center hold/instructed
delay time, cue � 1,000 ms to cue � 1,000 ms; reaction/movement
time, mo � 400 ms to mo � 400 ms; and target hold time, me � 100
ms to me � 1,000 ms) and the last 120 trials of the baseline epoch.
Instantaneous spike-rate profiles were computed by convolving the
spike trains of each trial with a Gaussian kernel (50 ms SD) and
averaging over the 120 trials (although see subsequent paragraph on
directional selectivity). The result was a 3.9-s profile of baseline
activity for each cell. Very similar profiles could be obtained if
washout, rather than baseline, trials were used. For the force-field–
related analysis, we used a movement time window (mo � 100 ms to
mo � 400 ms) and the last 40 trials of the baseline epoch, all 160 trials
of the force-field epoch, and the first 40 trials of the washout epoch.
Instantaneous spike-rate profiles were computed by calculating the
spike count rate in the movement time window on each trial and
convolving the rates with a Gaussian kernel (10 trial SD) within each
epoch separately. The smoothed spike rates of the three epochs were

A

B

C

FIG. 2. Example of behavioral performance during one session (monkey
C). A: hand paths from the center target to each of the 8 peripheral targets
during the first 40 trials (early) or last 40 trials (late) of each epoch (baseline,
force-field, washout). B: average hand speed during each of the 40-trial blocks
shown in A. C: moving average of performance during each epoch [40-trial
mean, 95% confidence interval for mean, 8-trial step, no averaging across
epoch boundaries], as quantified by the signed deviation area of the hand paths
relative to a straight line. Roman numerals indicate the correspondence
between the hand paths (A), the speed profiles (B), and the computed perfor-
mance (C).
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concatenated together to produce a 240-trial profile of movement time
activity for each cell. Exploratory analysis revealed very little force-
field–related activity in other, non-movement time windows.

After computing the two spike-rate profiles for each cell, we
determined whether the profiles were significantly modulated. We
defined a statistic, the modulation index, which quantified whether
each profile had a relative constant spike rate or had a spike rate that
fluctuated over time (event-related profile) or trials (force-field–
related profile). For the index, we calculated the median spike rate of
the entire profile. Also we calculated the 95% confidence interval on
the mean (CIM) for each data point in the profile. The modulation
index was defined as the fraction of the profile length (either 3.9 s or
240 trials) in which the lower CIM was greater than the median spike
rate (i.e., excitation) and the upper CIM was less than the median
spike rate (i.e., inhibition). The modulation index could range from 0
(no modulation) to 1 (continuous modulation). To estimate the distri-
bution of this statistic under the null hypothesis (i.e., no modulation,
constant spike rate), we generated surrogate data by simulating sta-
tionary Poisson point processes. In particular, we computed the
modulation index for 1,000 surrogate “cells,” each with 120 Poisson
spike trains of 3.9-s duration (for the event-related analysis) or 240
Poisson spike trains of 0.5-s duration (for the force-field–related
analysis) that were convolved with the same Gaussian kernel used for
the real data. Because the modulation index is sensitive only to
modulation duration, not amplitude, the simulated modulation index
distribution was largely independent of the chosen constant spike rate
of the Poisson spike trains. Nevertheless, we chose the across-cell
distribution of spike rates to correspond to that of the real data. The
99th percentile of the generated modulation index distribution was
used as the critical value for rejecting the null hypothesis. The critical
value of the modulation index (0.16) was the same for both the
event-related and force-field–related analyses. The simulations, as
well as observation of the real data, indicated that cells with very low
but relatively constant spike rates were not always detected by this
procedure. Thus we also removed from the analyses cells with average
spike rate �0.3 Hz (n � 27 in event-related analysis; n � 0 in
force-field–related analysis).

After determining which spike-rate profiles were significantly mod-
ulated, we used cluster analysis to identify subpopulations of cells
with similar modulations. For each cell, the spike-rate profiles were
z-score transformed (i.e., subtracted the mean and divided by the SD
of the 3.9-s baseline activity profile and the 240-trial movement
activity profile) to focus only on modulation timing rather than on
modulation amplitude. Then the k-means clustering algorithm was
applied to either all of the within-trial profiles (event-related analysis)
or all the across-trial profiles (force-field–related analysis). The algo-
rithm iteratively defined clusters of activity patterns by minimizing
the within-cluster sum of distances from the cluster centroids. Dis-
tance was defined to be squared Euclidean distance. Other distance
measures produced very similar results. To compensate for the po-
tential convergence of the algorithm to local minima, the clustering
procedure was repeated 100 times with randomly selected initial
centroid locations. The repetition with the least error was chosen. The
number of clusters (k) was chosen subjectively, although the major
results of the analysis were evident across many values of k. Two-way
contingency table tests, Pearson’s chi-squared (�2), were used to
determine whether there was a relationship between the activity
pattern clusters and other classifying variables (e.g., cortical area, type
of force field in which the cell was recorded).

In both the event-related and force-field–related analyses, we also
studied modulations in directional selectivity of spiking. Significance
of directional selectivity was based on a one-tailed permutation test on
the resultant vector magnitude (rvm; i.e., the magnitude of the sum of
vectors whose direction is defined by the target direction on a given
trial and magnitude is defined by the spike rate). Distribution of the
rvm under the null hypothesis (i.e., no tuning, uniform or antipodal
symmetric distribution of spike rates across target directions) was

obtained by shuffling the relationship between trial and direction,
computing the rvm for this shuffled data, and repeating these two steps
1,000 times. If fewer than ten values from this distribution were
greater that the actual rvm, the tuning was considered to be significant
(P � 0.01). When the directional tuning was significant, the preferred
direction of the tuning curve (i.e., the resultant vector direction) was
computed. In the event-related analysis, the instantaneous tuning
significance was computed by applying this procedure every 10 ms,
resulting in a 3.9-s-duration binary vector for each cell where zero
indicated no tuning and one indicated tuning. The mean instantaneous
spike rate, used in both the modulation index computation and the
cluster analysis, was then based on the average over trials in all eight
directions when the tuning was not significant and over trials in the
four directions closest to the preferred direction (i.e., the preferred
hemifield) when the tuning was significant. The clustering methods
were then applied to both the population of instantaneous preferred-
hemifield spike-rate profiles, as described earlier, and the population
of instantaneous tuning significance profiles. The latter clustering
analysis used Hamming distance (i.e., percentage of differing bits
between binary vectors), instead of squared Euclidean distance, for
the distance measure. In the force-field–related analysis, directional
selectivity could not be defined instantaneously over trials using our
methods. Clustering was simply applied to the across-trial spike-rate
profiles that, due to the Gaussian smoothing and pseudorandom
ordering of target directions, were effectively an average of spike rates
across all eight target directions. For an analysis of force-field–related
directional modulation, one directional tuning curve per epoch was
computed, using the last 120 trials of the epoch (Li et al. 2001), and
then the three tuning curves were compared.

Finally, we performed additional analyses to verify the results of
the cluster analysis. In particular, for the event-related activity we
performed a conventional ANOVA. For each of the last 120 baseline
trials, the spike count rate was computed within four, 500-ms
perievent windows to quantify cue-related activity (postcue window,
cue � 50 ms to cue � 550 ms), instructed delay-related activity
(delay-time window, cue � 450 ms to cue � 950 ms), movement-
related activity (movement-time window, mo � 100 ms to mo � 400
ms), and target hold–related activity (target hold window, me � 500
ms to me � 1,000 ms). The activity in each of these four windows was
compared with control activity (center-hold window, cue � 750 ms to
cue � 250 ms) using a two-way ANOVA with window and target
direction as factors. We reported only the main effects of window and
interaction effects of window � direction. Main effects of direction
were redundant since control activity was not directionally tuned and
thus they were almost entirely due to window � direction interactions.

R E S U L T S

Psychophysics

Two monkeys (K and C) were trained to make reaching
movements from a center target to one of eight peripheral
targets while holding onto a robotic manipulandum capable of
applying perturbing forces to the arm (Fig. 1A). Each session
began with 160 trials without forces (baseline epoch). Despite
the loose regulation of hand path (see METHODS), the move-
ments during the baseline epoch were quite straight (Fig. 2A, i)
and the average speed profiles were monophasic (Fig. 2B, left).
To quantify the straightness, on each trial we computed the
signed area between the hand path and a straight line connect-
ing the center and peripheral targets. The mean deviation area
was generally near zero throughout the baseline epoch (Fig.
2C, left). In the 160 trials following the baseline epoch, forces
were applied that were proportional and perpendicular (either
counterclockwise or clockwise) to the hand velocity vector
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(force-field epoch). This perturbing force field caused the hand
paths to become curved (Fig. 2A, ii) and velocity profiles to
have multiple peaks (Fig. 2B, middle). With experience the
paths became straighter, indicating that the monkeys adapted to
the forces, although, as in the example in Fig. 2, often the
adaptation was not complete (i.e., nonzero deviation area; Fig.
2C, middle). Finally, the forces were turned off and the mon-
keys performed a final 160 trials in the null-field environment
(washout epoch). Abruptly turning off the forces led to an
adaptation aftereffect; the hand paths became curved again but
this time in the direction opposite to that seen in the early
force-field epoch (Fig. 2, iv). With continued practice in the
washout epoch, once again the hand paths became straight and
velocity profiles monophasic, indicating the monkeys had de-
adapted back to the original conditions (Fig. 2, v).

The adaptation, aftereffect, and deadaptation can be seen
clearly in the time course of deviation area changes (Fig. 2C,
ii to iii, i to iv, and iv to v, respectively). We tested whether
these changes were statistically significant in each session
(t-test, P � 0.05). Of the sessions in which the monkeys were
exposed to either a clockwise or counterclockwise force field
(n � 16 sessions, monkey K; n � 13 sessions, monkey C), the
adaptation effect was significant in 100% of sessions for
monkey K and 69% of sessions for monkey C. The aftereffect
and deadaptation effect were significant in 100% of sessions
for both monkeys. Although it is seemingly contradictory to
have adaptation aftereffects and deadaptation without adapta-
tion in some sessions, significant cocontraction of arm muscles
at the beginning of the force-field epoch could mask adaptation
as we define it (i.e., a change in the straightness of the hand
trajectory from early to late force-field epoch trials). Indeed,
work in humans suggests that the initial phase of learning novel
environments is dominated by an increase in arm stiffness,
which eventually subsides once an internal model of the
environment is formed (Franklin et al. 2003; Osu et al. 2002,
2003; Thoroughman and Shadmehr 1999). Thus in all sessions

the monkeys learned to proactively compensate for the applied
forces.

Similarly we tested the completeness of adaptation and
deadaptation (Fig. 2C, deviation area changes from i to iii and
i to v, respectively). Adaptation was incomplete in 6 of 16
sessions (38%) in monkey K and 7 of 13 sessions (54%) in
monkey C (t-test, P � 0.05). Deadaptation was incomplete in
5 of 16 sessions (31%) in monkey K and 5 of 13 sessions
(38%) in monkey C (t-test, P � 0.05). Incomplete adaptation
and deadaptation preclude a full behavioral dissociation be-
tween the task kinematics and dynamics. This in turn limits our
interpretation of neuronal activity related to these aspects of the
reaching movements. However, as subsequently described, the
emphasis of our analysis is on the general time course of
force-field–related neuronal activity rather than attempting to
make a specific claim as to whether the neurons code for
movement kinematics or dynamics.

Force-field–related changes in performance were generally
not uniform across the eight reaching directions. For example,
in monkey K, trajectory perturbations in early force-field trials
due to clockwise forces were much more pronounced in the
113 and 293° target directions than in the 23 and 203° direc-
tions, thus forming a bimodal distribution of deviation area
across target direction (Fig. 3A, top left, hand paths). This
performance distribution was consistent across all clockwise
sessions for monkey K (Fig. 3A, top left; polar plot indicates
the across-session deviation area mean � CIM in each direc-
tion). The bimodal tuning was significant (Rayleigh test, P �
0.001, indicated by a thick black line along the major axis of
the distribution). The trajectory perturbations due to counter-
clockwise forces were distributed bimodally as well, although
the distribution was oriented differently (Fig. 3A, bottom left).
Therefore the directional dependence of trajectory errors was
force-field specific. This directional tuning and force-field
specificity could also be seen in the early washout trials, where
trajectory perturbations were due to adaptation aftereffects

A B

FIG. 3. Anisotropy of behavioral performance. A: polar plots show the baseline-corrected average performance in each target direction during the first 40
force-field epoch trials (left column) or first 40 washout epoch trials (right column) across all clockwise (top row) or counterclockwise (bottom row) sessions
for monkey K. Performance is quantified by the deviation area and the gray regions indicate the 95% CIM. The scale for the radial axis differs slightly for each
plot and was excluded since only the relative performance magnitude across directions is pertinent. Thick black lines indicate the major axis when there was
significant bimodal directional tuning (Rayleigh test, P � 0.025). Next to each polar plot are example hand paths from one session, in which the performance
anisotropy can be seen directly. B: polar plots as in A for monkey C.
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instead of applied forces (Fig. 3A, right). There was a corre-
spondence in directional tuning between clockwise-deviated
trajectories and counterclockwise-deviated trajectories regard-
less of the source of the deviation: direct perturbation from
applied forces or aftereffects of learned forces. These obser-
vations were generally seen in monkey C as well (Fig. 3B),
although the clockwise-deviated trajectories did not have sig-
nificant unimodal or bimodal directional tuning (Rayleigh
tests, P 	 0.01). Nevertheless, the specific clockwise and
counterclockwise performance distributions across targets gen-
erally corresponded between the two monkeys. Finally, nearly
the same directional tuning was seen in adaptation and dead-
aptation changes (data not shown). Thus adaptation and dead-
aptation were most evident in movements that incurred the
largest initial deviations.

Since the perturbing forces were proportional to hand speed,
we next analyzed whether hand speed varied across reaching
directions. We found that peak speed was indeed significantly
modulated by movement direction, with tuning curves nearly
identical to those shown in Fig. 3. Thus the directional tuning
of trajectory deviations in the velocity-dependent force fields
could be explained by the directional tuning of movement
speeds. Anisotropies in the mechanical impedance of the limb

coupled to the force-producing manipulandum may explain the
directional dependence of movement speed.

Finally, both monkeys also participated in some control
sessions, in which a full 480 trials were performed but no novel
forces were applied (n � 4 sessions, monkey K; n � 9
sessions, monkey C). In these control sessions, the frequency
of significant adaptation, aftereffect, or deadaptation was less
than expected by chance (i.e., �5% of the tests). Therefore the
significant behavioral effects seen during sessions with force
fields were clearly related to the forces and not to nonspecific
effects such as fatigue.

Neuronal database

During each of the behavioral sessions, we recorded extra-
cellularly from neurons in the cingulate motor areas (CMA) of
the left hemisphere (Fig. 4A, region inside dashed lines). The
dorsoventrally oriented electrode penetrations were made sev-
eral millimeters lateral of the midline so that they first reached
the superior frontal gyrus, then passed through white matter to
reach the dorsal bank of the cingulate sulcus, and finally
through the sulcus to the ventral bank of the cingulate sulcus
(Fig. 4B). This approach provided a clear anatomical delinea-

A B

DC

FIG. 4. Neural recording locations. A:
schematic of the left hemisphere of a rhesus
macaque brain. The dashed lines indicate the
recording area shown in B (coronal view) and
C and D (flattened sagittal view). CS, central
sulcus; ArS, arcuate sulcus; CgS, cingulate
sulcus. B: approximate mediolateral extent of
stimulating and recording sites (black ovals).
Elongated ovals used to indicate that the
exact depth or cortical layer of each site was
not known (see METHODS). SG, superior fron-
tal gyrus; CgSd and CgSv, dorsal and ventral
banks of cingulate sulcus, respectively; CgG,
cingulate gyrus. C: intracortical microstimu-
lation (ICMS) results for each monkey. Num-
bers on the left indicate the lateral coordinate
in this “flattened” sagittal view. D: number of
cells recorded at each cortical location in
each monkey (circles). Dashed lines indicate
approximate boundaries between cortical
motor areas based on ICMS results.
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tion of the cingulate, although left some of the cingulate sulcus
(e.g., the fundus) unexplored.

Prior to the recording sessions, ICMS was applied to map
the cortical limb representations. The results for each monkey
are shown in Fig. 4C. The ICMS maps were quite consistent
between the two monkeys. In the superior frontal gyrus, leg
movements were evoked caudally and arm movements were
evoked rostrally. The dorsal bank of the cingulate sulcus had
three separate arm representations interleaved with two leg rep-
resentations. Finally, only arm movements were evoked along the
rostrocaudal extent of the ventral bank of the cingulate sulcus.
These maps are largely congruent with maps from other ICMS
and anatomical studies (He et al. 1995; Luppino et al. 1991).

The recording locations are shown in Fig. 4D. Based on the
ICMS maps and their relationship to a previous anatomical
study (He et al. 1995), cells were assigned to one of the three
cingulate motor areas as depicted by the dashed lines in Fig.
4D. In particular, on the dorsal bank, the dividing line between
rostral CMA (CMAr) and dorsal CMA (CMAd), i.e., between
cytoarchitectonic areas 24c and 6c, was taken to be the most
rostral arm-to-leg representation transition of the dorsal bank.
This was near the level of the genu of the arcuate sulcus. On
the ventral bank, the dividing line between CMAr and ventral
CMA (CMAv), i.e., between areas 24c and 23c, was taken to
be at the level of the next most rostral arm-to-leg representation
transition of the dorsal bank.

Overall, 221 cells were recorded: 81 in CMAr, 107 in
CMAd, and 33 in CMAv. Histological analysis confirmed that
all of these cells were in the cingulate sulcus. To place the
cingulate activity into context, several of the neuronal analyses
were performed on previously recorded cells from other cor-
tical motor areas. These include 198 primary motor cortex
(M1) cells (Rokni et al. 2007), 142 dorsal premotor cortex
(PMd) cells (Xiao et al. 2006), and 298 supplementary motor
cortex (SMA) cells (Padoa-Schioppa et al. 2004).

Neuronal activity

OVERVIEW. The activity of each neuron was characterized by
the instantaneous spike rate over three perievent time windows
of each trial (center hold/instructed delay time, reaction/move-
ment time, and target hold time; see Fig. 1B) and three trial
epochs of each session (baseline trials, force-field trials, wash-
out trials). An example of the full time-and-trial evolution of
spike rate for one CMAd neuron is shown in Fig. 5A. Move-
ment onset (mo) was reliably correlated with a phasic increase
in spike rate throughout the recording session. In contrast, the
cell was very quiet around the visual cue presentation and after
movement end (me) during the target hold time. During the
early force-field epoch, the movement-related activity was
noticeably enhanced in both amplitude and duration. The spike
rate somewhat attenuated during the force-field epoch and then
returned to the baseline level during the washout epoch.

To simplify this analysis for each cell, we looked at activity
related to intratrial events (i.e., event-related activity) and
activity related to intertrial changes in applied forces (i.e.,
force-field–related activity) separately. Event-related activity
was based on the average activity in the last 120 trials of the
baseline epoch (Fig. 5B) and is described in the next subsec-
tion. Force-field–related activity was based on the average

activity in a window around movement onset (Fig. 5C) and is
described in the last subsection.

EVENT-RELATED. We first investigated how cingulate neurons
were engaged in the baseline reaching task, in the absence of
applied forces. As an initial step, we evaluated whether there
was any modulation of activity by computing a modulation
index for each cell. The index ranged from 0 (no modulation)
to 1 (continuous modulation) and was based on the average
instantaneous spike rate and its confidence interval (see METHODS).
However, the spike rate was often a function of the direction of
the movement, as the example in Fig. 6A demonstrates. A spike
raster plot of the last 120 baseline epoch trials, ordered by
target direction, clearly indicates that the movement-related
activity of this cell was directionally tuned (Fig. 6A, bottom).
When tuning was significant, as determined by a permutation
test, the mean instantaneous spike rate was based on the
activity in the four directions closest to the preferred direction
(i.e., preferred-hemifield average) rather than on the activity in
all eight directions (Fig. 6A, top; see METHODS). The modulation
index for the example in Fig. 6A, calculated using the pre-
ferred-hemifield average, was 0.76. Significant modulation,
established using surrogate data, was an index 	0.16 (see
METHODS).

The modulation index further confirmed the location of the
limb representations in the cingulate sulcus. The average mod-
ulation index as a function of rostrocaudal location on the
dorsal bank of the cingulate sulcus is shown in Fig. 6B. As
expected, dorsal bank cells in the two ICMS-defined leg
representations were much less modulated by the reaching task
than cells in the three arm representations. On the ventral
bank the average index was always significant, ranging from
0.3 to 0.5.

A C

B

FIG. 5. Example of event-related and force-field–related activity in a dorsal
cingulate motor area (CMAd) neuron. A: neuronal spike rate shown both
within trial [visual cue-aligned, movement onset (mo)-aligned, and movement
end (me)-aligned windows] and across trials (baseline, force-field, and wash-
out epochs). Spike rate computed by convolving the aligned spike raster with
a 2-dimensional Gaussian window (SDs: 50 ms and 10 trials). B: event-related
activity during the baseline epoch. C: force-field–related activity around
movement onset.

1259CMA ACTIVITY DURING MOTOR ADAPTATION

J Neurophysiol • VOL 99 • MARCH 2008 • www.jn.org

 on M
arch 15, 2008 

jn.physiology.org
D

ow
nloaded from

 

http://jn.physiology.org


Overall, 163 of the 221 recorded cells were significantly
modulated (index 	0.16) and located within ICMS-defined
arm representations: 54 in CMAr, 84 in CMAd, and 25 in
CMAv. Only these 163 cells were included in the remainder of
the analysis. Furthermore, due to the small sample of CMAv
cells and their functional similarity to CMAd cells, we com-
bined CMAv and CMAd cells into a single caudal cingulate
(CMAc) data set to compare with CMAr.

After identifying the significantly modulated cells, we next
evaluated what types of event-related activity were present in
the population. The k-mean clustering algorithm was used to
define groups of cells with similar event-related activity (see
METHODS). Clustering was done on both the normalized instan-

taneous preferred-hemifield spike rate and the instantaneous
directional tuning significance of each cell. The results of the
cluster analysis are shown in Fig. 7A. For the instantaneous
spike rate, five clusters captured the major patterns of event-
related activity (Fig. 7A, top left). Excitatory movement-related
activity, both tonic (cluster 1) and phasic (cluster 3), was the
most prominent pattern. Smaller numbers of cells had inhibi-
tory (cluster 2) or excitatory (cluster 4) responses during the
instructed delay time following the visual cue. Cluster 5
exhibited a ramping up of spike rate during the postmovement,
target hold period. There was a trend toward a higher propor-
tion of CMAc cells in the two movement-related activity
clusters and a higher proportion of CMAr cells in the pre- and
postmovement activity clusters (Fig. 7A, top right). However,
the only cluster in which the proportions were significantly
different was cluster 3 [�2(1) � 8.37, P � 0.004].

For the instantaneous directional tuning significance, three
clusters captured the event-related tuning patterns (Fig. 7A,
bottom left). Consistent phasic (cluster 1) or tonic (cluster 3)
tuning during movement was seen in a minority of cells. Most
cells exhibited little or only intermittent tuning (cluster 2).
Very little premovement, preparatory tuning was observed.
Clusters 1 and 3 had a significantly higher proportion of CMAc
cells [�2(1) � 4.36, P � 0.04 and �2(1) � 4.96, P � 0.03,
respectively], whereas cluster 2 had a higher proportion of
CMAr cells [�2(1) � 10.84, P � 0.001; Fig. 7A, bottom right].
Thus directional tuning was more prevalent in the caudal than
in the rostral cingulate.

The results of the cluster analysis were somewhat subjec-
tive since the number of clusters was not directly inferred
from the data. Therefore we performed a second, more
conventional analysis of event-related activity. We analyzed
the average spike rate in four, 500-ms perievent windows to
identify visual cue-related, instructed delay–related, move-
ment-related, and target hold–related activity (see METHODS).
The activity in each of these windows was compared with
the activity in a control period, the center hold, using a
two-way ANOVA (factors: window, target direction). The
percentage of significant (P � 0.05) main effects of window
(Fig. 7B, top) and window � direction interaction effects
(Fig. 7B, bottom) for CMAr and CMAc are shown. In
addition, to provide context to the results, this analysis was
repeated for previously obtained data sets from M1, PMd,
and SMA.

Significant cue-related activity was more prominent in
CMAr than that in CMAc [48 vs. 30%, �2(1) � 4.4, P � 0.03].
However, the proportion of delay-related (46 vs. 38%), move-
ment-related (78 vs. 86%), and target hold–related (54 vs.
65%) activity did not significantly differ between CMAr and
CMAc (Fig. 7B, top). Relative to noncingulate areas, the
amount of cue-related activity in CMAr was nearly the same as
that in M1 and SMA (both 47%), but less than that in PMd
(62%). The proportion of movement-related activity was
similarly large in all five cortical motor areas, ranging from
78 to 90%.

The tuning results for CMAr and CMAc shown at the bottom
of Fig. 7B largely mirror the cluster directional tuning analysis
despite the difference in tuning significance criteria. Move-
ment-related and target hold–related tuning were much higher
in CMAc than in CMAr [36 vs. 6%, �2(1) � 16.87, P � 0.0001
and 29 vs. 7%, �2(1) � 10.11, P � 0.002]. Neither area had

A

B

FIG. 6. Influence of target direction and recording location on event-related
activity. A: example of directionally tuned, baseline-epoch activity in a CMAd
neuron. Trials in the spike raster plot (bottom) are arranged by target direction
to show how movement-related activity is selective for only certain directions.
The directional selectivity is captured in the mean instantaneous spike rate
(top) by averaging only over trials in the 4 directions closest to the preferred
spike direction (i.e., by the preferred-hemifield average; gray regions are 95%
CIM). B: average modulation index (see METHODS) of cells recorded on the
dorsal bank of the cingulate sulcus (CgSd) as a function of the rostrocaudal
coordinate of the recording site (gray region indicates 95% CIM). Data
combined across both monkeys after aligning rostrocaudal coordinates at the
level of the genu of the arcuate sulcus (ArS). Significant modulation is an index
above the horizontal dashed line. Labels for cortical areas and arm/leg
representations are corroborated by the ICMS results (Fig. 4C).
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much directional tuning prior to movement. This is in contrast
to M1, PMd, and SMA, all of which had a relatively large
amount of tuning during the premovement instructed delay
(Fig. 7B, bottom). Compared with the noncingulate areas, the
amount of directional tuning in CMAc was much less during
movement (76, 62, 67 vs. 36%), but was comparable during the
target hold (42, 25, 40 vs. 29%).

In summary, CMA neurons were engaged in every aspect of
the visuomotor reaching task. CMAr cells were more respon-
sive than were CMAc cells to the visual cue instructing the
upcoming movement. The majority of cells in both areas were
excited around movement onset, with CMAc cells responding
more phasically than CMAr cells. Finally, movement-related
direction tuning was much more prominent in CMAc than that
in CMAr, although the amount of CMAc tuning was modest
compared with that of noncingulate cortical motor areas.

FORCE-FIELD–RELATED. Next, we investigated how CMA neu-
rons responded to the applied force fields. An initial inspection
found that force-field–related responses almost always oc-
curred during movement, which is the only time the forces
were applied since they were velocity dependent. Therefore we
looked at the average activity in a window from 100 ms before
movement onset to 400 ms after movement onset. Following
the analysis used in the previous section, the k-mean clustering
algorithm was used to define groups of cells with similar
across-trial profiles of movement activity. For the across-trial
profiles, only the last 40 trials of the baseline epoch and first 40
trials of the washout epoch were used since our interest was
primarily in characterizing activity changes occurring around
the epoch transitions and within the force-field epoch. Note
that for all 163 neurons, the activity during the movement time
was significantly modulated across trials, as determined by a
modulation index analogous to the one used in the previous
section (see METHODS).

Three clusters captured the major patterns of activity mod-
ulation (Fig. 8A, top). In cluster 1 (45% of all CMA cells), the
spike rate in the movement window monotonically increased
throughout the session. In cluster 2 (26% of all CMA cells), the
spike rate suddenly increased at the beginning of the force-field
epoch, ramped downward, and then suddenly decreased at the
beginning of the washout epoch, as the example in Fig. 5
shows. In cluster 3 (29% of all CMA cells), the spike rate
decreased throughout the session, although in some cases
increased in the washout epoch. A steadily increasing spike
rate across epochs, as in cluster 1, has been observed before
and may be related to muscle fatigue or cell injury from the
recording electrodes (Li et al. 2001; Padoa-Schioppa et al.
2004). The average patterns in clusters 2 and 3 seem to better
reflect a response to the forces, either excitatory (cluster 2) or
inhibitory (cluster 3), since they are correlated with the “OFF–
ON-OFF” pattern of force application across the three epochs.

Claims of force-field–related activity can be greatly strength-
ened by looking at the proportion of cells in each cluster that
were either recorded during sessions with clockwise or coun-
terclockwise force fields (n � 99 cells) or recorded during
control sessions in which no novel forces were applied (n � 64
cells). These proportions are indicated in the bar graph in Fig.
8A (middle). Cluster 2 included significantly more cells re-
corded during sessions with force fields than during control,
null-field sessions [�2(1) � 8.74, P � 0.003]. This was not the
case, however, for cluster 3. Therefore the cells in cluster 2 but
not cluster 3 may be regarded as having force-field–related
activity. Note, however, that the proportion of cells in cluster 2
recorded in null-field sessions was not insignificant (13%),
indicating that the cluster analysis did not completely isolate
force-field effects from nonspecific effects. Cluster 1 included
significantly more cells from null-field sessions than from
force-field sessions [�2(1) � 6.61, P � 0.01], further indicating

FIG. 7. Summary of event-related activity. A: cluster analysis (only CMA cells included). K-means clustering of the instantaneous spike-rate profiles (top left)
and instantaneous directional tuning significance (bottom left). Bar graphs (right) indicate the percentage of rostral CMA (CMAr) and caudal CMA (CMAc) cells
in each cluster. An asterisk identifies clusters in which the proportion of CMAr and CMAc cells significantly differ (�2 test, P � 0.05). B: ANOVA (cells from
5 cortical motor areas included). Percentage of cells with significant modulation of average spike rate (top) or with significant directional tuning (bottom) after
visual cue presentation, during the instructed delay time, during movement time, and during target hold time (2-way ANOVA, P � 0.05).
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that this pattern of activity is generally not related to the
applied forces. We also quantified the number of CMAr and
CMAc cells in each cluster (Fig. 8A, bottom). There were
proportionally more CMAc cells in cluster 2 than CMAr cells
[�2(1) � 6.01, P � 0.01]. Thus force-field–related activity was
more prominent in the caudal than in the rostral cingulate.

The cluster analysis was repeated after including the M1,
PMd, and SMA data sets to determine whether the force-field–
related activity seen in cluster 2 was unique to the CMA. The
clustered spike-rate profiles (not shown) were qualitatively the
same as, and ordered to correspond with, those shown in Fig.
8A. Again, cluster 2 included significantly more cells recorded
during force-field sessions than control sessions [�2(1) � 8.41,
P � 0.004]. Importantly, the proportion of M1, PMd, SMA,
and CMAc cells in cluster 2 did not significantly differ (28, 31,
30, and 28%, respectively; Fig. 8B). Therefore the force-field–
related activity identified by this analysis was relatively com-
mon to all the cortical motor areas except CMAr.

Again due to the somewhat subjective nature of the cluster
analysis, we sought further evidence that cingulate neuronal
activity was specifically modulated by the applied forces. As
noted previously, a specific feature of the behavior in these
monkeys was a bimodal distribution of performance across
target directions (Fig. 3). This distribution for the deviation
area measure in the early force-field epoch, combined across the
two monkeys and two types of force fields, is shown again in the

top plot of Fig. 8C. We asked whether the early force-field
activity of the cingulate neurons, normalized by subtracting the
baseline activity in each direction, had a similar distribution.
Indeed the average neuronal response to the forces fields was,
like the deviation area, greater around the 158 and 338° target
directions (Fig. 8C, bottom). The two bimodal distributions
were significantly correlated (Spearman’s rank correlation co-
efficient, r � 0.76, P � 0.04). Thus on average, the neuronal
response in the early force-field epoch tended to be greatest in
movement directions that experienced the largest perturbations.

The preceding analysis of force-field–related activity dealt
only with average spike rate during movement. Yet previous
work has found that the most specific correlates of force-field
adaptation are in the directional tuning changes. In particular,
adaptation to velocity-dependent curl force fields like those
used in this study has been shown to be correlated with a
rotation of the preferred direction (PD) of the tuning curve of
both muscle activity (Shadmehr and Moussavi 2000; Thor-
oughman and Shadmehr 1999) and cortical activity (Li et al.
2001; Padoa-Schioppa et al. 2004; Xiao et al. 2006). To
explore this possibility, we first looked at the distribution of
PDs across the population. The PD distribution of movement-
related activity in the baseline epoch, combining both CMAr
and CMAc cells, was significantly bimodal (Rayleigh test, P �
0.0001) and oriented along the 150–330° axis (Fig. 9A). The
PD distributions in the force-field and washout epochs were

FIG. 8. Summary of force-field–related activity.
A: cluster analysis (only CMA cells included). K-
means clustering (top) of across-trial, movement-
related spike-rate profiles. Bar graphs indicate the
percentage of cells recorded in a null field or a force
field in each cluster (middle) and the percentage of
CMAr and CMAc cells in each cluster (bottom). An
asterisk identifies clusters in which the proportion of
null-field vs. force-field cells or CMAr vs. CMAc
cells significantly differ (�2 test, P � 0.05).
B: cluster analysis (cells from 5 cortical motor areas
included). Across-trial spike-rate profile clusters
were qualitatively the same as those shown in A.
The percentage of cells from each area in each
cluster is shown. C: anisotropy of behavioral and
CMA neuronal response to perturbations. Shown
are the baseline-subtracted average performance
(top; same as in Fig. 3) and average spike rate
(bottom) in each target direction during the first 40
force-field epoch trials across all clockwise or coun-
terclockwise sessions for both monkeys.
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similarly bimodal. Interestingly, this bimodal distribution was
very similar to the distributions of the behavioral and neural
responses to force-field perturbation shown in Fig. 8B (Spear-
man’s rank correlation coefficient, r � 0.77, P � 0.03 and r �
0.57, P � 0.13, respectively).

Second we looked for PD shifts between epochs. For this
analysis, only cells that had significant movement-time direc-
tional tuning in all three epochs were included. There were too
few CMAr cells tuned in all three epochs (n � 8) to perform
the analysis. In CMAc, 52 cells were tuned in all three epochs:
30 cells from clockwise or counterclockwise sessions and 22
cells from control sessions. In the control sessions, as expected,
there was no consistent pattern of PD shifts; the baseline to
force-field epoch shifts were uncorrelated with the force-field
to washout epoch shifts (Rokni et al. 2007). However, in the
clockwise and counterclockwise sessions there were several
examples of the pattern of PD shifts seen in previous studies.
One such example is shown in Fig. 9B. In this example CMAc
cell, from a counterclockwise force-field session, there was an
increase in average spike rate across the three epochs, as seen
in many cells (Fig. 8A). Importantly, however, the force-field
epoch tuning curve shifted counterclockwise (i.e., in the direc-

tion of the field) relative to the baseline epoch tuning curve and
then shifted back in the washout epoch. However, unlike that
found in other cortical motor areas, these types of shifts were
not significant at the population level in CMAc. Neither the
baseline to force-field epoch population PD shift (n � 30,
mean � 4.49°; the sign of shifts from clockwise sessions was
reversed so that all positive shifts were in the direction of the
field) nor the force-field to washout epoch population PD shift
(n � 30, mean � �4.46°) was significantly different from zero
(circular t-test, P 	 0.05).

In summary, average movement-related activity was mod-
ulated by applied forces in a minority of cingulate neurons.
These changes were more likely to occur in CMAc than in
CMAr and roughly scaled with the amount of perturbation
in each direction. Finally, directional tuning of movement-
related activity was not systematically modulated by the
force fields.

D I S C U S S I O N

In the present study, we examined how neurons in the
cingulate motor areas were involved in controlling visually
instructed reaching movements in both normal and altered
environments. We found that the cingulate neuronal activity
was modulated during preparation and control of reaching and
in response to applied forces. CMAr neurons were modulated
by the visual instruction to a greater extent than that in CMAc
neurons. However, CMAc neurons had a greater amount of
phasic and directionally tuned activity during movement than
that in CMAr cells. Furthermore, compared with CMAr cells,
the movement-related activity of CMAc cells was more fre-
quently modulated by the applied force fields. Other interesting
features of the data were the directional dependence of the
behavioral and neuronal responses to perturbations and the non-
uniformity of direction representation in the cingulate. The
initial errors caused by the force fields were distributed bimo-
dally across target directions. A very similar bimodal distribu-
tion was seen in the average neuronal response to the pertur-
bation and in the distribution of preferred directions (PDs).

Limitations

One limitation of our study was in treating CMAc as a single
area rather than two separate areas: CMAd and CMAv. Al-
though this has often been done (Crutcher et al. 2004; Shima
and Tanji 1998; Shima et al. 1991), there are many anatomical
reasons why CMAd and CMAv should be considered two
distinct cortical motor areas, as summarized in He et al. (1995).
Another limitation is that the behavioral task used in our study
did not permit an analysis of reward-related neuronal activity.
Previous work has suggested that CMAr cells are involved in
processing reward information (Akkal et al. 2002; Hadland
et al. 2003; Shidara and Richmond 2002; Shima and Tanji
1998; Williams et al. 2004). A ramping up of activity leading
to the reward was observed in some cells (see cluster 5 in Fig.
7A, top left) and it occurred more often in CMAr than in
CMAc. In our task, however, the reward was delivered follow-
ing a 1-s target hold period and subsequently the monkey was
immediately free to make a movement back to the center to
begin the next trial. Thus it was not possible to dissociate
whether activity occurring around the time of the reward was

A

B

FIG. 9. Force-field–related activity and directional tuning. A: distribution of
preferred directions for the CMA population, based on baseline epoch activity.
B: example of change in directional tuning in one CMAc neuron. The force
field was counterclockwise. Average spike rate (�CIM) in each target direc-
tion and each epoch is shown along with cosine fits. Open circles mark the
preferred direction of each tuning curve.
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related to the reward itself or to preparation or execution of the
return movement back to the center. Furthermore, the percent-
age of unrewarded, aborted trials in each session due to
behavioral errors was quite low (6.2 � 3.5%, mean � SD),
making a statistical analysis of activity in such trials imprac-
tical.

Comparison of CMAr and CMAc

CMAr has previously been found to lack much of a direc-
tionally selective response either to visual stimuli or during
movement (Akkal et al. 2002; Hoshi et al. 2005). This is
surprising in that all other known cortical motor areas, includ-
ing CMAc (Crutcher et al. 2004; Russo et al. 2002), show
ample amounts of directional tuning. As a result, it has been
suggested that CMAr functions at a relatively “high level”
(Akkal et al. 2002).

Previous work has also identified a rostrocaudal gradient in
sensorimotor function of cingulate neurons. Similar to our
observations, these studies found that CMAr cells were pro-
portionally more active during an instruction stimulus and
movement preparation, whereas CMAc cells were proportion-
ally more active during movement execution (Shima and Tanji
1998; Shima et al. 1991). A rostrocaudal gradient has also been
observed within CMAr: the most rostral parts of CMAr re-
sponded more to visual instruction and the more caudal parts
responded to movement preparation (Hoshi et al. 2005). This
rostrocaudal functional gradient is similar to that seen between
premotor and primary motor areas on the lateral surface of the
hemisphere (Kalaska and Crammond 1992). Further evidence
that CMAc is more involved than CMAr in movement execu-
tion is that movement-related CMAc activity was more often
modulated by forces, as discussed in the following text.

Force-field–related activity in the cingulate

Movement-related activity in the cingulate was modulated
by applied loads: 32% of CMAc cells and 14% of CMAr cells
had a rapid increase in spike rate on application of forces,
followed by a gradual decrease in activity over the course of
adaptation, and finally an abrupt spike rate decrease when the
forces were turned off (Fig. 8A). Given the relative absence of
this pattern in the control sessions, it is clear that the activity of
these cells reflects some aspect of the perturbation or compen-
satory response. However, whether the activity reflects the
kinematic error or kinetic response is not immediately appar-
ent. As we noted previously, behavioral adaptation was incom-
plete in about 45% of sessions and thus the kinematic and
kinetic aspects of the task were often never complete dissoci-
ated.

Studies using human subjects have found that adaptation to
force fields is generally achieved by two complementary mech-
anisms: by modulating limb impedance through cocontraction
of antagonistic muscles and by generating feedforward com-
mands from a predictive model of the perturbation (Franklin
et al. 2003; Thoroughman and Shadmehr 1999). The former is
used initially, when the forces are novel, and the latter is used
after repeated practice, once an internal model has been
learned. Thus in principle, the profile of force-field–related
activity follows the time course of the cocontraction mecha-
nism. So we may tentatively interpret the force-field–related

activity in the cingulate as a correlate of the greater muscular
effort needed in the early force-field epoch, which slowly
decreases as the motor system learns to adjust the feedforward
commands. However, the conclusion that the CMAc is impor-
tant to a cocontraction or feedback-driven response to the
perturbation requires two qualifications. First, the applied force
response was just as prominent in M1, PMd, and SMA (Fig.
8B), indicating that the CMAc was certainly not unique in this
regard. Second, the percentage of cells with force-field–related
responses in each of these areas was rather modest, particularly
considering that around 10–15% of what was classified as
force-field effects may be nonspecific effects (Fig. 8A, middle).

Next, we can consider whether the CMA was additionally
involved in adjusting the feedforward motor commands. For
velocity-dependent curl force fields, as used in the present
study, the appropriate predictive response is to effectively shift
the directional tuning curves of agonist muscles in the direction
of the field (Thoroughman and Shadmehr 1999). In other
words, the muscle’s PD is rotated either clockwise or counter-
clockwise, depending on the field. Our previous work has
found that neurons in primary, supplementary, and premotor
cortices (M1, SMA, and PM) also rotate their PDs in the
direction of the applied field during the force-field epoch and
then rotate back in the washout epoch (Li et al. 2001; Padoa-
Schioppa et al. 2002, 2004; Xiao et al. 2006). Although this
pattern of PD shifts was observed in several cells (e.g., Fig.
9B), the shifts were not significant across the population of
CMA cells. Therefore the cingulate may play less of a role in
generating feedforward compensatory commands relative to
other cortical motor areas.

Bimodal directional selectivity

Although the neuronal PDs did not rotate, they did bear
another interesting relationship to the applied loads. The PDs
had a bimodal distribution that was very similar to the across-
direction variation of behavioral and neuronal responses to
force-field perturbations. Nonuniform PD distributions have
been reported previously in M1 (Georgopoulos et al. 1982;
Kurtzer et al. 2006; Mitsuda and Onorati 2002; Naselaris et al.
2006; Scott and Kalaska 1997; Scott et al. 2001). However,
many other reports of PD distributions, including the only such
report on CMAc (Russo et al. 2002), concluded that the distribu-
tions were uniform. There are at least two reasons for this
discrepancy. First, nonuniform PD distributions are correlated
with anisotropic mechanical properties of the limb (Scott et al.
2001). Task differences in limb configuration change the de-
gree of mechanical anisotropy and, correspondingly, the dis-
tribution of PDs (Scott and Kalaska 1997). Second, the nonuni-
formity found by us and many others is bimodal, not unimodal,
just as the mechanical properties (e.g., endpoint inertia) are bi-
modal (Hogan 1985). However the standard Rayleigh test, used
by Russo et al. (2002) and others, has null and alternative
hypotheses of uniformity and unimodality, respectively (Fisher
1993). Bimodal distributions will generally fail to show sig-
nificance in this test.

The observed bimodal variation of behavioral responses
across reaching directions is logical if we assume that the PD
distribution is indeed correlated with the mechanical imped-
ance of the limb (Scott et al. 2001). In particular, considering
the velocity-dependent perturbing forces were always orthog-
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onal to movement direction, the largest deviations in hand path
should be seen when reaching orthogonal to the axis of mini-
mum impedance. Thus the largest deviations should occur
when moving to targets along the axis of maximum impedance
(i.e., �145–325° axis), which was what we observed.

Finally, the observed bimodal variation of neuronal responses
across reaching directions may simply reflect the bimodal varia-
tion in behavioral errors through a feedback process. CMAc
receives considerable proprioceptive input and has been shown
previously to exhibit short-latency, excitatory responses to
force perturbations to the hand (Cadoret and Smith 1995,
1997). The percentage of cells with reflex-like responses to
perturbations (38%) in Cadoret and Smith (1997) was similar
to what we observed (32%). Interestingly, Cadoret and Smith
(1997) failed to observe anticipatory responses in the CMAc to
predictable force perturbations despite clear behavioral antici-
pation. This is compatible with our finding that the feedforward
component of curl force-field compensation, a shift in direc-
tional tuning, was nearly absent in the CMAc. Together, these
findings support the conclusion that CMAc is involved more in
generating reactive rather than proactive motor commands
during adaptation to novel forces.
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