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Abstract

Performance is impaired under set mixing conditions that require frequent readjustments of attentional focus over an

extended time period. We compared set repetitions within pure blocks (constant focus of attention) to physically

identical repetitions within mixed blocks (changing focus of attention). The aim was to investigate how set mixing

affects target selection, indexed by the N2pc component, and selective response activation, indexed by the lateralized

readiness potential (LRP). We found that set mixing prolonged the evolution of the N2pc while leaving its onset

unaffected. Impaired target selection indicated by the N2pc mixing effect also delayed the start of response planning

indexed by an onset delay of the stimulus-locked LRP, explaining one part of the behavioral mixing cost. A larger part

of mixing cost could be attributed to a prolonged response planning phase, indexed by an earlier onset of the response-

locked LRP.

Descriptors: Switching, Switch cost, Mixing cost, Event-related potentials, Event-related lateralization, Selective

attention, Cognitive control, Mental chronometry

Virtually at any given moment in time, we can choose among

multiple options of how to interact with our environment. For

coherent, goal-directed behavior, mechanisms need to be in place

that allow for selecting one single relevant target for action while

other potential targets (i.e., distractors) are being discarded.

When behavioral goals are rapidly changing over time, flexible

readjustments of the focus of attention are required accordingly.

Two types of performance costs have been identified under such

conditions. On the one hand, ‘‘switching costs’’ reflect the con-

sequences of transient, moment-by-moment adjustments that are

more demanding in set switching trials than in set repetition trials

(Meiran, 1996; Rogers & Monsell, 1995). On the other hand,

constantly switching back and forth between different attentional

sets over an extended period of time causes ‘‘mixing costs’’ for set

repetitions within ‘‘mixed blocks’’ compared to physically iden-

tical set repetitions within ‘‘pure blocks’’ in which the focus of

attention stays constant (Meiran, Chorev, & Sapir, 2000).

Historically, researchers interested in cognitive flexibility did

not distinguish between mixing and switching, instead, compar-

ing performance in pure blocks with the overall level of perfor-

mance in mixed blocks (Jersild, 1927). With the revival of this

topic (Sudevan & Taylor, 1987), the traditional procedure was

criticized for confounding ‘‘unspecific’’ processing differences

between pure blocks and mixed blocks (Meiran, 1996; Rogers &

Monsell, 1995), most often citing unequal working memory de-

mands (i.e., one set vs. two sets to be kept inmind throughout the

different experimental blocks). Consequently, research has since

been focusing on the comparison of set switch trials and set re-

peat trials within mixed blocks (for reviews, see Monsell, 2003;

Wager, Jonides, & Reading, 2004).

However, recent studies have started to view set mixing not as

a to-be-eliminated experimental confound but rather as an in-

teresting topic for explicit investigation (Los, 1996; Meiran et al.,

2000; Rubin &Meiran, 2005). This trend has also been reflected

by an increasing number of neuro-cognitive studies on set mixing

(Braver, Reynolds, &Donaldson, 2003; Goffaux, Phillips, Sinai,

& Pushkar, 2006; Slagter, Kok, Mol, Talsma, & Kenemans,

2005).

As just mentioned, the typical explanation for mixing cost

usually refers to increased working memory demands in mixed

blocks compared to pure blocks. However, a recent study ex-

plicitly testing this assumption failed to find supporting evidence

(Rubin & Meiran, 2005). Moreover, a deeper conceptual anal-

ysis shows that mixing cost can potentially be traced back to a

variety of contributing factors (e.g., Los, 1996). With this in

mind, and going beyond the ‘‘classical’’ working memory hy-

pothesis, the specific goal of the present study was to determine

the contribution of two fundamentally different, though not

mutually exclusive, potential causes of mixing cost. The ‘‘intra-

selection’’ account suggests that set mixing directly affects target

selection because currently irrelevant stimuli have served as tar-

gets in preceding trials, which makes them more difficult to ig-

nore than in pure blocks, and, vice versa, targets have served as

distractors in preceding trials, whichmakes them less salient than
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in pure blocks. The ‘‘extraselection’’ account suggests that re-

sponse planning processes are prolonged under set mixing con-

ditions because subjects put a strategic emphasis on accuracy at

the cost of slower response speed in order to deal with a situation

perceived as more difficult and error prone than in pure blocks

(cf. Brown & Braver, 2005).

The present article describes the results of a chronometric

analysis of event-related brain electrical potentials specifically

associated with neural activity that is hemispherically lateralized

depending on the location of target and distractor stimuli within

the two visual hemi-fields or depending on the response hand

used. In the following text, such electrical potentials are referred

to as ‘‘event-related lateralization’’ (ERL). Of particular rele-

vance are two well-known ERL components. One component is

the N2pc (‘‘pc’’ stands for posterior and contralateral to target

position), which is assumed to reflect ongoing target selection

specifically in the presence of irrelevant distractors (Hopf, Boel-

mans, Schoenfeld, Luck, & Heinze, 2004; Luck & Hillyard,

1994). The term target selection is used to refer to those attent-

ional mechanisms that separate relevant from irrelevant percep-

tual information. The N2pc has been suggested to emerge

through a biased competition process between target and dis-

tractor features, involving the enhancement of target locations

and the suppression of distractor locations (Desimone, 1998;

Luck, Girelli,McDermott, & Ford, 1997). The other component

of interest is the lateralized readiness potential (LRP), which

indicates selective response activation at amotoric stage of action

planning (Coles, Gratton, & Donchin, 1988). An important dis-

tinction can be made between stimulus-locked LRP activation

and response-locked LRP activation, hereafter referred to as

LRP-s and LRP-r (Jentzsch, Leuthold, & Ridderinkhof, 2004;

Leuthold, Sommer, & Ulrich, 1996; Osman & Moore, 1993).

The onset of the LRP-s marks the start of motor planning, in-

itiated after obligatorily preceding premotoric processing stages

have been finished. The assumption is that such processes are

directly triggered by external stimulation and, therefore, aremost

reliably mapped by using stimulus-locked signal averaging. In

contrast, motor planning processes are tightly coupled with the

observable behavioral response and, under many circumstances,

decoupled from external stimulation. In this case, response-

locked signal averaging is obviously the more appropriate ap-

proach. The rising time of the LRP-rFas indexed by its onset

latencyFcan be used for estimating the duration of response

planning processes (the earlier the onset, the longer the motor

planning phase).

These temporal ERL markers can now be used to test the

assumptions made by the intra- and extraselection accounts of

mixing cost. First, impaired target selection, implicating a slower

target extraction rate, should be reflected by a prolonged evo-

lution of the N2pc component indexed by delayed peak activa-

tion. As a consequence, the start of response planning processes

should be postponed, indexed by an onset delay of the LRP-s.

Second, if set mixing caused subjects to engage inmore thorough

and thereforemore time-consuming response planning, the LRP-

r rising time should be prolonged, indexed by an earlier LRP-r

onset.

Finally, mixing cost could simply reflect additional cue-

decoding time in mixed blocks (in the present experiment each

target–distractor display was preceded by a precue, which indi-

cated the currently relevant target stimulus): Although in mixed

blocks the cue must be considered for correct performance, it

does not convey relevant information beyond predicting the

onset time of the upcoming target–distractor pair in pure blocks.

Although a cue–target interval of 500ms was thought to be

sufficiently long for complete cue decoding in mixed blocks,

subjects might not use this time in the optimal way on every trial

(De Jong, 2000). As a consequence the start of target selection

would be postponed until the currently relevant selection crite-

rion has been determined. In this case, the N2pc onset should be

delayed.

Methods

Participants

Twenty-eight healthy adults (aged 19–34 years, 13 women) par-

ticipated in this study after written informed consent was ob-

tained. All participants were right-handed and had normal or

corrected-to-normal vision.

Apparatus, Stimuli, and Procedure

In each trial subjects were presentedwith one distractor letter and

one target letter at two out of four possible locations (see Figure

1). The four locations were marked by underlines separated by a

41 visual angle being visible continuously across trials and

throughout each block. A centrally presented instruction cue

(‘‘x’’ or ‘‘o’’) indicated the relevant target letter (‘‘X’’ or ‘‘O’’).

The distractor letter was always the letter that was not the target.

There was a pure block condition and a mixed block condi-

tionwith block sequence balanced across subjects. In pure blocks

the target was the letter ‘‘O’’ and the distractor was the letter ‘‘X’’

fixed for all trials. In mixed blocks the letters ‘‘X’’ and ‘‘O’’ were

randomly exchanged between target and distractor from trial to

trial. Thus, amixed block trial could either be a set repetition trial

or a set switching trial. To investigate set mixing, we compared

pure block trials with physically identical set repetition trials

within mixed blocks, thus being able to cleanly isolate effects of

block context. We did not additionally compare the mixed-block

set repetition condition to the set switching condition, not least

because of a known confound with feature-to-location binding

processes in the specific experimental setup used here, which

usually results in reverse switching effects (i.e., faster response

times for switch trials as compared to repeat trials; Milliken,

Tipper, & Weaver, 1994).

In both blocks the centrally presented instruction cue pre-

ceded the target–distractor pair by 500ms. The precue, the tar-

get, and the distractor were displayed until the response was
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Figure 1. The structural and temporal features of an exemplary trial,

starting with an instructional cue specifying the current target, followed

by a target/distractor pair, which requires a manual response to indicate

the position of the target.



made or until a 10005ms timeout limit was reached. The in-

terval between the response and the next cue was 250ms.

Stimulus presentation was controlled by a PC and displayed

on a CRT monitor. Subjects responded by pressing the ‘‘S’’,

‘‘D’’, ‘‘J’’, and ‘‘K’’ keys of a standard PC keyboard with their

left and right hand index and middle fingers in a spatially com-

patible way to the four display positions.

A second objective behind this experiment, not dealt with in

the present article, was to investigate so called negative location

priming effects (Tipper &McLaren, 1990). For that purpose one

half of all trials were designed according to the ‘‘DT’’ condition

(prime distractor location becomes probe target location) and the

other trials were designed as a control condition. In DTtrials, the

target was presented at the previous distractor location and the

distractor was presented at one of the two previously empty lo-

cations. In control trials both the target and the distractor were

presented at previously empty locations. The analyses reported in

the present article were always collapsed across DTand control

trials. The relevant results for the comparison of DTand control

trials are reported in another paper (Ruge &Naumann, in press).

For each block and each subject a quasi-random sequence of

conditions was computed off-line with the following constraints:

equal number of DT and control trials, equal number of tran-

sitions between the conditions, and equal number of the 12 pos-

sible different arrangements of target and distractor locations for

both conditions. In the mixed block all possible transitions be-

tween DT, control, set switching, and set repetition were addi-

tionally balanced.

In the pure block a total of 288 trials were presented. For a

subset of 192 trials, target and distractor appeared at different

visual half-field sides. In themixed block a total of 384 trials were

presented, of which 192 were set switching trials (not considered

for analysis) and 192 were set repetition trials (including consec-

utive set repetition trials). Each of these two conditions contained

128 trials where target and distractor were presented at different

visual half-field sides. All analyses were performed with the re-

duced bilateral stimulus sets to obtain interpretable event-related

lateralizations. Error trials were excluded.

EEG Recording and Data Analysis

The EEG was recorded from 29Ag/AgCl electrodes positioned

according to the international 10–20 standard and referenced to

Cz. The electrode positions included Fp1, Fpz, Fp2, F7, F3, Fz,

F4, F8, FC3, FCz, FC4, T3, T4, C3, Cz, C4, CP3, CPz, CP4, P3,

Pz, P4, T5, T6, O1, Oz, O2, and bilateral mastoids. Electrode

impedance was kept below 5kO. Bipolar horizontal EOG was

recorded from electrodes located at the outer canthi of both eyes.

Bipolar vertical EOG was recorded from above and below the

left eye. The amplifier (SYNAMP, model 5083, Neuroscan)

bandpass was 0.05–30Hz, and a notch filter was set to 50Hz.

EEG and EOG were sampled at 200Hz and stored on disk.

Off-line preprocessing was performed with the Brain Vision

Analyzer software (version 1.05, Brain Products GmbH). Vis-

ualization and parametrization were performed with the free

statistical software package R (R-Development-Core-Team,

2005). The EEG was re-referenced to algebraically linked

mastoids; artifacts due to eye movements were corrected via

the Gratton, Coles, and Donchin (1983) algorithm. Epochs with

nonphysiological artifacts (absolute amplitudes exceeding

� 200 mV, difference between successive time points 4100mV)
were removed (o2% of all epochs). For the extraction of stim-

ulus-locked ERLs, the EEG time courses were segmented into

900-ms intervals, starting 200ms before target presentation

(defined as time point 0), and ERLs were subsequently baseline

corrected for the interval [� 200ms to 0ms]. Response-locked

ERLs were based on 800-ms EEG segments, starting 600ms

before response execution (defined as time point 0), and were

subsequently baseline corrected for the interval [� 600ms to

� 500ms]. Regular ERPs were extracted for 1600-ms epochs

starting 200ms before cue presentation (defined as time point

� 500ms), and were subsequently baseline corrected for the in-

terval [� 700ms to � 500ms].

ERLs were computed with the Brain Vision Analyzer soft-

ware according to Coles, Gratton, and Donchin (1995) based on

the following algorithm:

ERL ¼ ½Averageðright electrode� left electrodeÞtarget left
þAverageðleft electrode�right electrodeÞtarget right�=2

ð1Þ

The statistical analysis of onsets and peaks of ERL components

was based on jackknife resamples (Efron, 1981; Miller, Patter-

son, & Ulrich, 1998). The advantage of jackknifing is that the

parameters of interest (onsets and peaks) are identified in time

courses averaged across subjects (grand averages). Thus, noise is

reduced to an extent that allows for identifying the relevant fea-

tures reliably. Jackknife resampling provides a simple tool to

create a statistical distribution from grand-averaged values. Each

of N subjects is excluded from grand averaging once. The re-

sulting distribution of N grand averages (each omitting a differ-

ent subject) can then be used to calculate estimates of standard

errors or other statistics. Peaks were determined in jackknife time

courses after being smoothed with a 12-Hz low-pass filter. For

the identification of onsets, we implemented a nonlinear regres-

sion method fitting two straight lines to the unsmoothed jack-

knife time courses, one capturing the baseline before the curve

starts to rise and another one capturing the rising flank (Mo-

rdkoff &Gianaros, 2000). Onsets were defined as the intersection

of both lines. We used the Nelder–Mead fitting algorithm im-

plemented in the R software (R-Development-Core-Team,

2005). Three degrees of freedom were allowed: the intersection

point, the intercept of the baseline estimate, and the slope of the

estimate for the rising flank. The slope of the baseline was set to

zero and the intercept of the rising flank estimate was coupled

with the intercept of the baseline estimate. The precise ramp

function to be fitted was given by

if ðx < ONSETÞ; then y ¼ INTERCEPTbaseline

else y ¼ ðINTERCEPTbaselineþðx�ONSETÞÞ�SLOPErising flank

ð2Þ

Results

Behavioral Results

The analysis aimed at revealing mixing costs defined as the per-

formance difference between set repetition trials within mixed

blocks and set repetition trials within pure blocks. For each sub-

ject, we averaged response times in each experimental condition

and analyzed effects within subjects, using paired t testsFone for

response times and another one for error rates. The t test for

response times, t(27)5 8.7, po.001, revealed significantly

slower responses for the mixed block condition (mean5

563.7ms, 95% c.i.5 27.8ms) than for the pure block condition

Decomposing set mixing cost 415



(mean5 458.3ms, 95% c.i.5 29.0ms). Analogously, the t test

for error rates, t(27)5 5.0, po.001, revealed significantly more

errors for the mixed block condition (mean5 6.6%, 95%

c.i.5 1.6%) than for the pure block condition (mean5 2.6%,

95% c.i.5 0.6%).

EEG Results

As mentioned in the introduction, we are mainly focusing on the

results of a chronometric analysis of ERLs. To complete the

picture, we also include a brief excursion dealing with mixing-

related effects on regular, nonlateralized ERPs.

Analysis of event-related lateralizations. This analysis was fo-

cused specifically on two ERL components, the N2pc compo-

nent at posterior temporal cortex electrodes (T5_6) as an

indicator of target selection, and the LRP component at fron-

to-central electrodes (FC3_4) indicating selective motor activa-

tion. We separately assessed lateralized motor activation time-

locked to stimulus onset (LRP-s) and time-locked to the execu-

tion of the motor response (LRP-r). The underlying ERL time

courses, together with the fitted ramp function for onset estima-

tion, are depicted in Figure 2.

Additionally, we wanted to make sure that the ERL time

courses were not distorted by influences of lateralized electrical

activation induced by horizontal saccadic eye movements that

might have been insufficiently corrected by the Gratton–Coles

algorithm we applied. To this end, we compared ERLs for two

groups of subjects, either with (N5 18) or without (N5 10) sac-

cadic eye movements (Figure 3).1 Whereas ERLs for the saccade

group were, as would be expected (e.g., Croft, Chandler, Barry,

Cooper, & Clarke, 2005), generally attenuated by the eye-

movement correction, the relative timing characteristics of onset

latencies and peak latencies remained largely unaffected by group

membership (see Tables 1, 2, and 3). We therefore based our

conclusions on the parameterization of time courses including all

28 subjects.

Table 1 summarizes the analysis of onset and peak latencies of

the N2pc.Whereas onsets did not differ between pure blocks and

mixed blocks, t(27)5 0.02, n.s., the peak latency was slightly

(15.0ms) but significantly, t(27)5 3.6, po.001, delayed inmixed

blocks compared to pure blocks. As can be seen in Figure 2, top

left panel, the N2pc in mixed blocks was also receding more

slowly after reaching its peak activation as indicated by a running

t test.

Lateralized motor activation, indexed by the LRP compo-

nent, was observed for both LRP-s and LRP-r time courses. The

analysis of LRP onset latencies is summarized in Table 2 and

Table 3. The LRP-s exhibited a slightly (25.5ms), but signifi-

cantly, t(27)5 2.4, po.03, delayed onset in mixed blocks com-

pared to pure blocks. The rising time of lateralized motor

activation, as indexed by the onset latency of the LRP-r, was
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Figure 2. Event-related lateralizations for the N2pc, the stimulus-locked lateralized readiness potential (LRP), and the response-

locked LRP. The top rowpanels depict pure block time courses together withmixed block time courses (solely basedon set repetition

trials). The gray marks at the bottom of each panel indicate where the two curves are significantly different from each other

according to a running t test. The middle and bottom row panels depict the fitted ramp functions for onset extraction.

1Saccade onsets were delayed for mixed blocks compared to pure
blocks, namely by 39.6 � 22.8ms for saccades to the right and 37.8 �
15.9ms for saccades to the left.
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largely prolonged (85.5ms) for mixed blocks compared to pure

blocks, t(27)5 4.6, po.0001.

Analysis of regular event-related potentials. The relevant ERP

time courses for mixed blocks and pure blocks are depicted in

Figure 4 at representative electrode sites. The time courses in-

clude the preparation interval between cue presentation and the

onset of the target–distractor display, and the adjacent epoch

covering brain electrical activation until response execution and

beyond. Cue-related ERP profiles sharply differ between the

mixed block condition and the pure block condition, strikingly

evidenced by the emergence ofmixed-block-specific components,

including a frontal N1 arising as early as 100ms after cue pres-

entation followed by more posteriorly distributed P2–P3 effects.

The interpretation of target-related ERP mixing effects is

hampered by the lack of an unbiased baseline due to the fact that

cue-related effects have not yet fully vanished by the time of

target presentation. However, about 200ms after target themore

positive-going activity for the mixed condition protracted from

the cue–target interval starts developing into the opposite direc-

tion. Thus, it seems fair to conclude that target-related activity is

more negative going in mixed blocks than in pure blocks during

the N2–P3 time range, particularly pronounced at more poste-

rior electrode positions.

Discussion

As far as behavioral performance is concerned, we obtained the

typical result of slower response times and increased error rate for

set repetitions within mixed blocks as compared to physically

identical set repetitions within pure blocks. The aim of this article

was to determine the extent towhich two theoretical accounts can

explain (different parts of) this behavioral mixing cost. Accord-

ing to the intraselection account, set mixing impairs perfor-

mance, as target selection becomes harder in the face of

distractors that are more difficult to ignore and targets that are

less salient. According to the extraselection account, set mixing

prolongs response planning processes, as subjects are supposed

to put more emphasis on accuracy rather than speed to deal with

a situation that is perceived as more difficult and error prone. A

chronometric analysis of ERLs aimed at decomposing behavi-

oral mixing cost according to the timing characteristics of two

functionally well-defined ERL components, the N2pc and the

LRP.

Regular Event-Related Potentials

Before we turn to the main discussion of the ERL results, a look

at the regular, nonlateralized event-related potentials is useful to

show how massively the set mixing manipulation altered the

general processing characteristics. This was most impressively

demonstrated by the emergence of mixing-specific components

during the cue-target interval (Figure 4), including a frontal N1

component and a more posteriorly distributed P2–P3 compo-

nent. The early N1 effect might reflect the extraction of cue in-

formation in mixed blocks, which is not necessary in pure blocks

in which advance cues do not convey selection-relevant infor-

mation. The subsequent P2–P3 effect, resembling the findings

from another recent set mixing study (Slagter et al., 2005), might

reflect the preparatory trial-by-trial formation of cue-appropri-

ate attentional sets for subsequent control of target selection.

Moreover, the anterior–posterior distribution of N1 and P2–P3

mixing effects can possibly be related to recent fMRI studies of

cue-based task set preparation that typically report two brain

areas exhibiting preparatory activation, one in the posterior lat-

eral prefrontal cortex and another one in the posterior parietal

cortex (Brass & von Cramon, 2002; Ruge et al., 2005).

Furthermore, event-related activation following target pres-

entationwasmore negative going undermixing conditionswithin

the N2–P3 time range. This effect is consistent with findings from

earlier studies (Goffaux et al., 2006; Michie et al., 1999) and

putatively falls into the category of ERP ‘‘selection negativities’’

reflecting (a) the more demanding control of initial target selec-

tion and (b) further extraction of information carried by the

selected stimulus during subsequent response planning processes

(Mangun & Hillyard, 1995; Wijers, Mulder, Gunter, & Smid,

1996).

Notably, a number of set switching studies comparing switch

and repeat trials within mixed blocks have also reported more
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Table 1. Estimates for Onset Latencies and Peak Latencies of the N2pc Component

N2pc stimulus-locked

Onset latencies Peak latencies

Pure block Mixed block Pure block Mixed block

All subjects 197.0 � 11.3ms 196.8 � 11.1ms 267.3 � 8.6ms 282.3 � 5.1ms
No-saccade subjects 192.4 � 24.2ms 196.4 � 20.4ms 264.8 � 13.6ms 280.0 � 8.6ms
Saccade subjects 199.9 � 9.8ms 197.3 � 13.3ms 269.1 � 11.5ms 283.6 � 5.7ms

Note: mean latency � 95% confidence interval.

Table 2. Estimates for Onset Latencies of the Stimulus-Locked

Lateralized Readiness Potential (LRP)

Stimulus-locked LRP onset

Pure block Mixed block

All subjects 171.1 � 16.5ms 196.6 � 19.0ms
No-saccade subjects 187.3 � 19.1ms 208.4 � 29.6ms
Saccade subjects 167.9 � 29.0ms 194.8 � 28.1ms

Note: mean latency � 95% confidence interval.

Table 3. Estimates for Onset Latencies of the Response-Locked

Lateralized Readiness Potential (LRP)

Response-locked LRP onset

Pure block Mixed block

All subjects � 273.0 � 42.3ms � 358.5 � 32.0ms
No-saccade subjects � 241.4 � 43.6ms � 354.5 � 66.1ms
Saccade subjects � 303.1 � 59.0ms � 363.2 � 26.6ms

Note: mean latency � 95% confidence interval.



positive-going cue-related ERPs andmore negative-going target-

related ERPs for switch trials, resembling the ERPmixing effects

found in the present studyFexcept for the cue-related N1 effect

(Kieffaber & Hetrick, 2005; Nicholson, Karayanidis, Poboka,

Heathcote, & Michie, 2005; Rushworth, Passingham, & Nobre,

2002). This suggests that set switching and set mixing rely on

similar neural processes (but note the refined conclusion derived

from the analysis of ERLs below).

Event-Related Lateralizations

Extending the ERP results discussed above, the main goal of

the present article was to use the precise chronometric informa-

tion provided by ERL time courses to decompose behavioral

mixing costs according to the functionally well-defined N2pc,

LRP-s, and LRP-r components. This analysis revealed that,

generally speaking, both target selection and selective response

activation are prolonged by set mixing, yet also suggesting that

behavioral response slowing is, for the larger part, explained by

the latter.

First of all, ruling out a ‘‘trivial’’ explanation of mixing cost,

N2pc onset latencies did not differ between pure blocks and

mixed blocks: This observation discards the hypothesis that parts

ofmixing costsmight be due to a delayed onset of target selection

caused by occasional cue neglect during the preparation interval,

in which case some additional time for cue decoding would be

required after target presentation in mixed blocks (De Jong,

2000).

The effect of set mixing on target selection was reflected by a

prolonged evolution of the N2pc component in mixed blocks as

compared to pure blocks, reaching its peak with a 15-ms delay

and receding more slowly over a period of approximately 200ms

after peak activation was reached. Moreover, the N2pc mixing

effect overlaps in time with the increased ‘‘selection negativity’’

observed within the N2–P3 epoch of regular ERPs. These results

combined can be interpreted within the already mentioned two-

phase account of ERP selection negativities. Accordingly, more

demanding initial target selection, supposed to be reflected by the

early ERP negativation phase, is accompanied by a slower target

extraction rate that is indicated by the delayed N2pc peak laten-

cy. The later ERP negativation phase, supposed to reflect the

continued analysis of the selected stimulus by subsequent proc-

esses, is paralleled by the more slowly receding N2pc activity.

Given that the subjects’ task was to indicate the current target

position, the extendedN2pcmixing effect probably indicates that

more time is being spent on the extraction of information about

the current target location for response planning purposes. This

interpretation fits well to the mixing-related prolongation of re-

sponse planning processes indicated by the shifted LRP-r onset

latency discussed below.

The N2pc modulation in itself, though clearly demonstrating

that selective target processing is affected by set mixing, is not

conclusive as to whether this would eventually impact overt

motor response times. In this respect more conclusive is a con-

sideration of LRP-s and LRP-r onset times. First, we can

consider the LRP-s onset that indicates the start of motor plan-

ning processes after premotoric processes have gathered suffi-

ciently accurate information regarding the current target of

action. If it is true that the delayed N2pc peak latency is

indicative of a slower target extraction rate under mixing con-

ditions, the threshold for the start of motor planning processes

should be reached at a later point in time. This, in turn, should be

reflected by a delayed LRP-s onset. Indeed, we found that set

mixing delayed the LRP-s onset by 25ms. Second, we can con-

sider the LRP-r onset latency that provides information about

the time being spent on motor planning before a motor response

is finally emitted. We found that the motor planning phase was

prolonged by 85ms in mixed blocks as compared to pure blocks.

In sum, the onset shifts of LRP-s and LRP-r (25185ms) are

rather accurately matching the behavioral mixing effect of

105ms.
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Figure 4. Regular event-related potentials at four representative electrode positions depicting pure block time courses together with

mixed block time courses (solely based on set repetition trials). The gray marks at the bottom of each panel indicate where the two

curves are significantly different from each other according to a running t test.



Notably, studies comparing switch and repeat trials within

mixed blocks have found consistent switching effects only for

LRP-s onsets but not for LRP-r onsets (Hsieh, 2006; Hsieh &

Liu, 2005; Hsieh & Yu, 2003). This suggests that set mixing and

set switching are similar in that both affect target selection proc-

esses resulting in a delayed start of selective response activation

(LRP-s). In contrast, only set mixing but not set switching ap-

pears to affect the duration ofmotor planning processes (LRP-r).

The prolongation of the response planning phase is consistent

with our initial hypothesis that set mixing causes subjects to

adopt a strategy favoring increased accuracy at the cost of slower

responding in order to prevent rampant error rates. In this

respect, the impact of set mixing is reminiscent of strategic

response-slowing effects demonstrated for other situations that

are more error prone and/or imply higher response conflict

(Botvinick, Braver, Barch, Carter, & Cohen, 2001; Logan &

Zbrodoff, 1979; Rabbit, 1966). An alternative interpretation

could be that increased distractor interference under mixing con-

ditions does not only affect the initial target selection phase (early

ERP selection negativity, N2pc peak delay) but continues to di-

rectly impact subsequent response planning processes during

their attempt to access information about the location of the

currently selected target stimulus (late ERP selection negativity,

postpeak N2pc effect). From this perspective, the prolongation

of response planning processes is not the result of strategic speed–

accuracy adjustments, but, instead, is genuinely driven by con-

tinued interference from the distractor stimulus. Future research

will need to address this issue more conclusively.
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