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A B S T R A C T   

Delay of gratification (DofG) refers to an inter-temporal choice phenomenon that is of great interest in many 
domains, including animal learning, cognitive development, economic decision-making, and executive control. 
Yet experimental tools for investigating DofG in human adults are almost non-existent, and as a consequence, 
very little is known regarding the brain basis of core DofG behaviors. Here, we utilize a novel DofG paradigm, 
adapted for use in neuroimaging contexts, to examine event-related changes in neural activity as healthy young 
adult participants made repeated choices to continue waiting for a delayed reward, rather than take an imme-
diately available one of lesser value. On DofG trials, choose-to-wait events were associated with increased 
activation in fronto-parietal and cingulo-opercular regions associated with cognitive control. Activity in the right 
lateral prefrontal cortex (PFC) was also associated with individual variability in task performance and strategy. 
Fronto-parietal activity was clearly dissociable from that observed in ventromedial PFC, as this latter region 
exhibited a ramping-up pattern of activity during the waiting period prior to reward delivery. Ventromedial PFC 
ramping activity dynamics were further selective to DofG trials associated with increased future reward rate, 
consistent with the involvement of this region in subjective reward valuation that incorporates higher-order task 
structure. These results provide important initial validation of this experimental paradigm as a useful tool for 
investigating and isolating unique DofG neural mechanisms, which can now be utilized to study a wide-variety of 
populations and task factors.   

1. Introduction 

In both the neuroeconomics and cognitive control literatures, studies 
of intertemporal choice have been of great theoretical and experimental 
interest. In intertemporal choice tasks, decisions are made between 
outcomes that are available soon and those available only after a sig-
nificant delay. A real-world intertemporal choice situation faced regu-
larly by most adults is the decision to save and invest money for 
retirement, or instead to spend it now. There is an inherent conflict that 
is typically present in such situations, in that the delayed outcomes are 
objectively more valuable than those available sooner (e.g., investing for 
retirement provides the opportunity take advantage of the “magic of 
compound interest”), yet our tendency towards impatience and the 
desire for gratification may cause us to prefer outcomes that are 

available earlier. Conversely, selection of a delayed outcome seems to 
require both patience and self-control to overcome these impulsive 
tendencies. 

The “marshmallow task” is probably the most famous experimental 
study of intertemporal choice. In this task, originated by Mischel and 
colleagues (Mischel et al., 1988), children are offered the opportunity to 
receive two marshmallow snacks to eat, if they wait until the experi-
menter returns, or they can instead select to eat the one that is left 
behind while they are waiting. In this case, even though the participants 
know that they will forfeit their chance to receive the larger reward, 
many still choose to eat the marshmallow that is immediately available. 
This basic phenomenon, typically referred to as Delay of Gratification 
(DofG), has been replicated in many forms, and moreover, has been 
shown to be an excellent cognitive developmental marker, indexing 
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self-control capacity and predictive of many different longitudinal out-
comes (Mischel, 2014). Indeed, in a long-term follow-up study, partic-
ipants that exhibited increased capability for DofG, also showed these 
effects even 40 years later, in a laboratory task of impulsivity (affective 
no-go), both in terms of behavioral performance and in terms of the 
activity of right lateral prefrontal cortex (PFC) and ventral striatum 
(Casey et al., 2011). 

It is important to note, however, that direct experimental assays of 
DofG phenomena in human adults have been relatively rare. Instead, the 
primary experimental approach to examine intertemporal choice has 
been through another type of economic decision-making task known as 
delayed discounting (DD), which originated in the animal learning 
literature (Ainslie, 1992; Loewenstein and Elster, 1992; Rachlin and 
Green, 1972). In DD tasks, intertemporal choice is evaluated through a 
single decision, typically between a smaller-sooner, and a larger-later 
reward (or sometimes punishment; Green et al., 2014). Typically, 
choices are made for very long delays, ranging from days all the way up 
to years or even decades (Green et al., 1999). In particular, in human DD 
studies it is very rare that the delay or waiting period is actually expe-
rienced after the choice (McClure et al., 2007). There is now quite a rich 
literature on both behavioral and brain-based findings for DD tasks, as 
well as their clinical utility (Bickel et al., 2014; Frost and McNaughton, 
2017; Madden and Bickel, 2010). In particular, this work has found that 
individuals tend to show a strong preference for immediate rewards, 
such that the subjective value of delayed rewards goes down quite 
steeply for even short delays (the so-called “hyperbolic discounting” 
effect; Myerson and Green, 1995). Moreover, different populations 
thought to be impulsive in their behavioral tendencies (e.g., individuals 
suffering from addiction), tend to show steeper discounting rates 
(MacKillop et al., 2011; Manwaring et al., 2011; Scheres et al., 2010). 

In neuroeconomic studies, DD tasks have been thought to reflect a 
competition between brain regions associated with the subjective value 
of rewards and punishments, which include the ventral striatum and 
ventromedial PFC (i.e., valuation regions; McClure et al., 2004; Kable 
and Glimcher, 2007), and those associated with cognitive and 
self-control, which are centered on lateral PFC and parietal regions (i.e., 
frontoparietal regions; Figner et al., 2010; Peters and Büchel, 2011; 
Jimura et al., 2018). Thus, both sets of regions have been found to be 
engaged in DD tasks, with valuation region activity typically associated 
with a bias towards impulsivity and smaller-sooner rewards, and fron-
toparietal activity associated with self-control and a bias towards 
larger-later rewards. These types of findings have even been observed in 
the rarer studies employing rewards that are actually consumed (such as 
liquids or erotic pictures; McClure et al., 2007; Crockett et al., 2013) and 
delay periods that are actually experienced (Jimura et al., 2013). Thus, 
the DD literature supports the idea that intertemporal choice tasks are 
vulnerable to impulsive tendencies, potentially mediated by valuation 
regions, and rely on neural mechanisms of cognitive control to suc-
cessfully override such tendencies. 

Nevertheless, DD tasks have important key differences from DofG 
tasks. The critical aspect of DofG tasks is that the waiting period is 
actually experienced, and most importantly, that the participant has to 
make a repeated choice to continue waiting for the delayed outcome, or 
instead to forego waiting, and take a smaller reward that is available 
immediately (Reynolds and Schiffbauer, 2005). This component of DofG 
tasks is critical, because the repeated choices and continued temptation 
to select the immediately available reward might precisely isolate the 
periods when self-control demands are the greatest, and the tendency 
towards impulsive decision-making the highest. Thus, although DofG 
tasks have been well-utilized in children, and also within the animal 
learning literature (Reynolds et al., 2002), they are almost completely 
absent in studies involving human adults, and particularly in those 
utilizing neuroimaging methods. This represents a critical gap in the 
literature. In particular, it is relatively unknown whether DofG tasks tap 
into self-control demands in healthy young adults, and moreover, 
whether such tasks also engage neural systems associated with cognitive 

control, such as frontoparietal brain regions. 
Recent work conducted by McGuire and colleagues (McGuire and 

Kable, 2015) examined the activation of valuation and frontoparietal 
regions in a novel temporal persistence paradigm that also appeared to 
tap into DofG capabilities. In their task, participants decided how long to 
wait for an a variably delayed reward, before quitting (receiving no 
reward), a and taking the opportunity to move onto the next trial. 
Because of the delay structure, the subjective value of the delayed 
reward could continually change based on how long the participant 
already waited, and the expected likelihood that the reward would still 
arrive shortly. The researchers found that ventromedial PFC showed a 
dynamic ramping pattern of activity during waiting that appeared to 
reflect this subjective valuation and re-valuation process. In contrast, 
frontoparietal regions increased in activity prior to decisions to quit 
waiting. Although this study is an intriguing one, the complexity of the 
paradigm makes it challenging to determine whether repeated decisions 
to keep waiting, when such decisions are optimal, do in fact involve 
engagement of frontoparietal brain systems associated with self-control, 
or instead are primarily reflective of valuation computations, occurring 
in regions such as ventromedial PFC. 

In the current study, we address this issue through the use of an 
alternative experimental paradigm, derived from the animal reinforce-
ment learning literature (Hackenberg and Axtell, 1993; Schuweiler 
et al., 2021), which provides relatively straightforward assessment of 
DofG decisions. In particular, in this paradigm, on certain trials the 
optimal strategy is to choose to continue to keep waiting for a delayed 
reward, rather than select the immediately available reward. Even 
though the rewards are equivalent in amount, choice of the delayed 
reward “resets” the delays present for future rewards, and as such, on 
certain trials the delayed reward choice will maximize the overall rate of 
return. Moreover, on these trials, participants are required to make 
repeated active decisions in which they “choose to wait”, providing the 
opportunity for event-related estimates of the self-control associated 
with such decisions. Finally, because participants are required to first 
learn the optimal strategy through experience, prior to being given in-
structions, self-control demands can be assessed behaviorally, across 
learning blocks. In prior work using this novel DofG paradigm (Lam-
ichhane et al., 2020), we validated that the task was indeed challenging 
for all participants (i.e., performance was well below ceiling), but that 
optimal decision strategies could still be implemented following in-
struction. Moreover, in a comparison between younger and older adults, 
we found important age differences in the success of implementing the 
optimal strategy, even following instructions. This finding suggests that 
our paradigm might be sensitive to between-group and age-related 
changes in the ability to utilize self-control for DofG purposes. 

Our prior work provided initial behavioral validation of the novel 
DofG paradigm, but did not examine the associated neural systems that 
mediate such effects. Consequently, in the current study, we adapted the 
paradigm to a fMRI neuroimaging context, in order to monitor the brain 
activation patterns evoked during task performance. We studied a 
sample of healthy young adults, focusing on brain regions associated 
with Choose-to-Wait (CW) decisions, as these provided event-related 
estimates of self-control engagement. Furthermore, we directly con-
trasted the profiles of frontoparietal and ventromedial PFC regions in 
order to examine their reflective roles in the self-control versus valua-
tion related components of the task. In so doing, we were able to 
compare the current results with those obtained by McGuire and Kable 
(2015). In particular, we tested three key hypotheses: 1) frontoparietal 
regions would show increased activity when participants made CW de-
cisions (relative to control conditions); 2) frontoparietal activity during 
CW decisions would be associated with task performance and the diffi-
culty of implementing self-control; and 3) frontoparietal regions would 
be clearly dissociable from ventromedial PFC, with the latter involved in 
representing the subjective value of upcoming delayed rewards, rather 
than self-control per se. 
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2. Material and methods 

2.1. Participants 

Twenty-eight participants were recruited from the local Washington 
University, St. Louis community, including participant pools managed 
by the Department of Psychological and Brain Sciences and Washington 
University School of Medicine Volunteers for Health registry. Six par-
ticipants were excluded because of technical issues with the task and/or 
with fMRI acquisition, yielding a final sample of 22 participants (11 
females; ages 18–34 years; M = 24, SD = 5.06). All included participants 
were healthy, right-handed, neurologically normal, not currently taking 
any psychoactive medication, native English speakers, and with normal- 
to-corrected vision, including no color-blindness. All participants pro-
vided written informed consent and were paid $25/hr in addition to 
task-based earnings. The study protocol was approved by the Institu-
tional Review Board at Washington University, St. Louis. 

2.2. Experimental task and procedure 

Participants performed a DofG task (Lamichhane et al., 2020) 
adapted from Hackenberg and Axtell (1993), which took the form of an 
economic decision-making paradigm. In particular, on each trial, par-
ticipants were asked to make choices to earn monetary rewards, with the 
current choice impacting the rate of reward on future trials. The struc-
ture of the task was exactly the same as that employed in our recent 
behavioral study (Lamichhane et al., 2020). On each trial, participants 
made decisions regarding available reward options, pressing one of two 
buttons to choose among blue and yellow boxes presented at the left and 
the right side of the monitor, respectively. Each of the two boxes led to 
the delivery of a monetary reward ($0.10), but they paid off according to 
different delay schedules. Choice of the option associated with the yel-
low box resulted in subsequent rewards being available according to a 
progressive-interval (PI) schedule, starting from 2s after the beginning 
of the trial and increasing in fixed increments of 4s following each 
subsequent PI reward (i.e., across trials). In contrast, choice of the blue 
option resulted in rewards being available according to a fixed-interval 
(FI) schedule (i.e., every 40s after the beginning of the trial). Critically, 
however, choice of the blue (FI) option also reset the value of the PI 
schedule for the yellow option back to its initial (2s) delay. Because of 
this “reset” property of the blue option, the optimal response strategy is 
to utilize this option periodically (i.e., after acquiring 4 PI rewards) in 
order to maximize monetary rewards per unit time across trials.2 

Prior to performing the task, participants were informed about the 
different schedules associated with the two options. Participants also 
were informed that when options became available, they were free to 
take their time to make their choice. That is, the PI or FI timer would 
stop during the response window, and both options remained on the 
screen until the participant made their choice. The purpose of these 
initial instructions was to: a) draw attention to the differing reward 
schedules associated with the two response options, while not explicitly 
indicating the optimal strategy; b) encourage participants to be sure of 
their decisions; and c) to minimize the effects of individual differences in 

choice latency. 
To further illustrate the procedure, Fig. 1 depicts two hypothetical 

sequences of events: Sequence A (shown on the left) depicts what hap-
pens when a participant selects the FI schedule option on one trial and 
the PI option on the next trial; Sequence B (shown on the right) depicts 
what happens when a participant selects the PI schedule option on two 
successive trials. The beginning of each trial occurs with the blue box 
and the yellow box indicating a response is required (“Press to start 
trial”); once either response button is pressed, the timers for the PI and FI 
schedules are started. In Sequence A, the participant chose to forego the 
available reward on the PI schedule (yellow box). Thus, the critical 
events occur when the PI schedule delay has ended and its reward is 
available, but the participant chose to keep waiting for the FI reward (i. 
e., a DofG trial) by pressing the appropriate response button for the FI 
schedule (blue box; Sequence A, Trial N, Choose-to-Wait [CW] events). 

At the end of the FI schedule delay (40 s), the FI reward becomes 
available and is obtained by pressing the appropriate response button 
(blue box). When the response for the FI reward is selected, the reward 
feedback message is displayed, the trial ends, and critically, the PI 
schedule delay is reset to its initial value, such that the PI reward is now 
available after 2 s (Sequence A, Trial N+1). In Sequence B, an alternative 
trial sequence is shown in which the participant chooses the PI reward. 
Here, when the PI schedule delay has ended on the trial (e.g., after, say, 
18s), the participant selected the available reward on the PI schedule 
(yellow box) by pressing the corresponding response button. In this case, 
the reward feedback message is displayed, and the trial ends, but now 
the PI schedule delay is increased by 4 s on the next trial (e.g., from 18s 
to 22s; Sequence B, Trial N+1). 

It should be noted that on all trials, prior to the end of the PI schedule 
delay, both boxes present the same message (“press to keep waiting”) 
with a 50% probability every 2s (i.e., “Forced Wait” [FW] events, see 
Fig. 1). Likewise, on trials in which the PI schedule delay has ended, but 
participants choose to forego the PI reward (i.e., DofG trials), a choice 
option reoccurs every 2s with 50% probability, requiring participants to 
make a choice between choosing to keep waiting (i.e., CW events, 
engaging DofG) or instead allowing them the opportunity to “defect” 
and select the available reward. These events were included to match the 
response and attentional demands present on PI and FI (DofG) trials, 
with both event types (CW, FW) occurring probabilistically, to reduce 
the predictability of responding, and to maintain participants’ attention 
throughout the trial. Because of the approximate matching of CW and 
FW events in terms of timing, sensory features, and response re-
quirements, the CW > FW contrast is an effective one for isolating the 
self-control demands of CW events. 

Participants performed either four or five task blocks (see below), 
each of which was 12 min in duration excluding when the clock timer 
was paused (i.e., during response windows, as explained above). Each 
task block occurred during an fMRI scanning run, and so hereafter, are 
referred to as runs to maintain consistent terminology. The first two runs 
were defined as “learning runs” because participants were asked to 
develop they own preferred strategy in order to gain as much money as 
they could. At the end of each run, participants were informed about the 
amount of reward they had earned on that run, and that this reward 
amount was being added to their total compensation. In the third run, 
participants were provided with additional instructions. Specifically, 
they were asked to follow a precise strategy of choosing the reward 
associated with the yellow box (i.e. the one following the PI schedule) 
for four trials in a row, and then on the fifth trial in the sequence, to 
instead wait for the reward associated with the blue box (i.e., the one 
following the FI schedule), choose it when available, and then repeating 
this same sequence of choices (4 yellow followed by 1 blue) for the 
entire run. This trial sequence actually was the optimal strategy because, 
if followed exactly, it would result in earning the maximum possible 
amount of reward available for the run ($5.10). However, participants 
were not explicitly informed that this strategy was optimal. In the fourth 
run, the participants were instructed that they could again follow 

2 As described in Hackenberg and Axtell (1993), the optimal choice response 
strategy is a function of both the PI schedule (starting interval and interval 
steps) as well as the FI duration. Because of the reset property, a given choice 
profile can be defined in terms of mini-sequences until reset (i.e., since the 
sequence starts over again at that point). For the parameters used in this study 
(2s starting interval, 4s step-size, and 40s FI duration), the optimal sequence is 
4 PI choices followed by FI, or 2 + 6+10 + 14+40 or 5 rewards in 72 s, which 
can be converted to reward rate (14.4 s per reward). All other choice sequences, 
e.g. 3 PI choices then reset (2 + 6+10 + 40 = 4 rewards in 58 s; 14.5 s per 
reward) or 5 PI choices then reset (2 + 6+10 + 14+18 + 40 = 6 rewards in 90 
s; 15 s per reward), can be shown to lead to lower reward rates. 
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whatever strategy they wished, including, if they preferred, continuing 
with the one they were instructed to use in the third run; specifically, 
they were told that, “some individuals feel that the strategy followed in 
the third run was the best one.” 

Seventeen out of 22 participants also performed a fifth run, which 
was included as an additional experimental control for fMRI analyses 
(and as such, was not included in behavioral analyses). This run is 
hereafter referred to as the No Reset run, in that the main difference 
between it and the other run was the absence of any relationship be-
tween the blue and yellow boxes, in terms of delay intervals. In partic-
ular, in this fifth run, there was no reset of the PI delay. Consequently, 
there was no advantage of ever selecting the FI (DofG) option. Because 
even the optimal strategy would lead to many fewer available rewards 
on the No Reset run, to maintain incentive motivation, the reward 
available on each trial was increased to $0.20, instead of $0.10. Par-
ticipants were informed about the changes to the available rewards prior 
to beginning this run. 

2.3. Post-task questionnaire 

After completing the experimental task, participants were asked to 
fill out a post-task strategy questionnaire. The questionnaire asked the 
participants to describe their strategy or pattern of responding for each 
run and to provide Likert-scale ratings (1–5, where 1 is “not at all” and 5 
is “a lot”) regarding the following: a) How much influence did you feel 
like your strategy had on the total amount of money you earned? b) How 
difficult was it when you had to wait for a reward when none were 
available? and c) How difficult was it to wait for the yellow reward when 
the blue reward was already available? For all runs but the third 
(Instructed Strategy run), participants also had to provide Likert-scale 
ratings for the question: d) How much did you vary your strategy to 

try to earn more money? Instead, for the third run, they were asked to: e) 
IIIndicate whether you tried to maintain the suggested strategy during 
the entire run (yes or no); and f) Rate how closely you were able to stick 
to that strategy. Finally, they were asked to describe what they thought 
the ideal strategy was and why they thought it worked the best. 

2.4. Behavioral data analysis 

Task performance was assessed by calculating the percentage of the 
maximum possible reward that a participant obtained in each run. The 
normality of the distribution for each run was assessed using the 
Kolmogorov-Smirnoff test, and results indicated that only performance 
in run 1 was normally distributed (p = 0.178) whereas the other mea-
sures were not (all ps < 0.05). Therefore, within-group differences be-
tween run were investigated using the Wilcoxon signed-rank test. Based 
on a Bonferroni correction for multiple comparisons for 6 pair-wise 
comparisons, the significance level was set equal to 0.008 (0.05/6). 

Correlations between questionnaire responses and task performance 
in runs 3 and 4 were assessed with Spearman’s rank correlation coeffi-
cient. These were precisely the same correlations conducted in our 
previous behavioral paper (Lamichhane et al., 2020). Based on a Bon-
ferroni correction for 7 tested correlations, the significance level was set 
equal to 0.007 (0.05/7). 

2.5. MRI and fMRI data acquisition 

Imaging data were acquired on a 3-T Siemens (Prisma) MRI scanner 
using a 64-channel head coil and the CMRR multi-band sequences. The 
experimental session also included collection of T1 and T2-weighted 
anatomical scans. All functional MRI scans and corresponding SBRef 
images were acquired using the following parameters: 1000 ms TR, 30 

Fig. 1. The experimental DofG para-
digm and trial sequences. Left side 
(Sequence A): sequence when choosing 
the FI reward (DofG option) in the first 
of two successive trials (N); the PI 
schedule delay interval resets to its 
minimum value (2 s) on the second trial 
(N+1). The repeated requirement to 
forego an available PI reward (“choose 
wait”; engage DofG) is highlighted (red 
brackets). Right side (Sequence B): 
sequence when choosing the PI reward 
(first available, impulsive option) on 
two successive trials (N, N+1); the PI 
schedule delay interval continues to in-
crease (e.g., to 22 s), rather than resets. 
Figure adapted from Lamichhane et al. 
(2020). (For interpretation of the refer-
ences to color in this figure legend, the 
reader is referred to the Web version of 
this article.)   
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ms TE, 52-degree flip angle, FOV of 608 × 608 and 3 × 3 × 3 mm voxels 
resolution and multiband factor 4. Total no of volumes (scans) per 
functional runs varied based on the time taken by participations to 
complete the task, but each scan took approximately 15 min. 

A T1-weighted MPRAGE image was acquired with the following 
parameters: 2400 ms TR, and 2.25 ms TE, 8-degree flip angle, 0.8 × 0.8 
× 0.8 mm voxels, and 224 slices. Similarly, a T2-weighted structural 
image was acquired with scanning parameters: 3000 ms TR, and 409 ms 
TE, 120-degree flip angle, 0.8 × 0.8 × 0.8 mm voxels, and 224 slices. 
Spin Echo Field Maps (with both AP and PA direction) were also ac-
quired (TR = 8000 msec, TE = 66 msec, Flip angle = 90, FOV of 608 ×
608 and 3 × 3 × 3 mm voxels resolution). Participants were scanned in 
either 4 or 5 fMRI (task) runs while they performed the task inside the 
scanner with alternating AP and PA encoding directions. The order of AP 
and PA direction sequences were also counterbalanced between 
subjects. 

2.6. fMRI data analysis 

For imaging data, preprocessing was implemented using fMRIPrep 
(version 1.1.7. (Esteban et al., 2019). First, DICOM images were con-
verted to brain imaging data structure format (BIDS, https://bids.neuroi 
maging.io) using dcm2niix (https://www.nitrc.org/projects/mricrogl/ 
). After making sure that data was BIDS-compliant, preprocessing for 
both anatomical and functional data was performed using a Docker 
image of fMRIPprep-pipeline. The following preprocessing steps were 
performed with the fMRI data using the fMRIprep: distortion correction, 
co-registration, slice timing, motion correction, and finally normaliza-
tion to MNI template (MNI152_NLin2009c_Asym). Following fMRIPrep 
preprocessing, additional pre-processing was performed with AFNI 
software (Cox J.S., 1996). The additional preprocessing implemented 
spatial smoothing with a 4 mm FWHM kernel and image scaling (i.e., 
demeaning). Also, a motion-censor parameter file was extracted from 
the data using a frame-wise displacement threshold of 0.3 mm. 

2.6.1. General linear model (GLM) analyses 
The relationship between task conditions on voxel-wise BOLD acti-

vation levels were tested using general linear models (GLMs) in AFNI, 
using the 3dDeconvolve (and 3dREMLfit) function. The GLM also 
included 6-parameter motion estimates as nuisance regressors, as well as 
polynomial detrending, using the -polort flag. As an additional quality 
control step, data were also censored (scrubbed) for motion transients 
with a frame-wise displacement threshold of 0.3 mm, using the censor 
file extracted from fMRIPrep. To address the different hypotheses of the 
study, as well as to implement appropriate control analyses, we fit four 
different GLMs. In these models, the events of interests were modeled 
using either the GAM-function, which assumes the form of the hemo-
dynamic response function, or the TENT function, which instead more 
flexibly estimates event-related activity. Additionally, in each model, 
unless otherwise specified, all other events, other than the key events of 
interest in the model, were estimated with a separate, single GAM re-
gressor of no-interest. 

General Linear Model 1 (GLM1). In GLM1, the analysis was 
restricted to scanning runs 1,2, and 4 (excluding the instructed strategy 
run 3, and the no-reset control run 5). All events of interest were 
modeled with the GAM function. The events of primary interest were 
CW and FW. 

General Linear Model 2 (GLM2). As a follow up analysis to GLM1, 
GLM2 was restricted to runs 4 and 5, and was estimated only in par-
ticipants who completed run 5. The key purpose of GLM2 was to provide 
a more stringent comparison of CW and FW events. In run 4, the CW 
events occurred in the context of the participant having already expe-
rienced both self-guided learning, and explicit following of the optimal 
response strategy (from runs 1–3). Conversely, the FW events occurring 
in run 5 provided a tighter, temporally-matched control to the CW 
events. In particular, in run 5, after 240 s, the PI option reached delays of 

greater than 40 s, and from this point, the optimal choice was also select 
the FI option, which had a fixed reward delay of 40 s (but in run 5, did 
not reset the delay of the PI option). Thus, following 240 s, participants 
frequently experienced the same 40 s delay in run 5 that was inter-
spersed with FW events occurring at the same temporal rate as the CW 
events on the DofG trials in run 5. Consequently, in GLM2, the primary 
events of interest were CW events occurring after 240 s in run 4, and FW 
events occurring after 240 s in run 5. 

General Linear Model 3 (GLM3). In GLM3, data were included from 
runs 1–4, and two events of interest were modeled with the TENT 
function, in order to flexibly estimate peri-event time-courses. The first 
event involved DofG trials, exclusively from runs 3 and 4 (DofG), as 
these were the runs in which all participants had successfully adopted 
the optimal DofG strategy. In particular, the key event was the button- 
press for the FI option that resulted in reward delivery following the 
40-s delay. As such, this event modeled the 14-s prior to the button press 
(− 14 to − 1) – the time period in which participants were choosing to 
wait for the delayed reward, when an immediate reward was already 
available from the PI option – as well as the 10-s following the button- 
press in which the reward was delivered (i.e., feedback message was 
received; +0 to +10). The second event-type of interest was labeled 
Persev (for “perseverative trials”). As they referred to events, estimated 
on runs 1 and 2 (which is when they almost exclusively occurred), 
during which participants seemed to adopt a perseverative strategy, of 
continuing to select the PI reward, even when it did not become avail-
able until after long delays (and thus was the sub-optimal choice), 
ranging from 22 to 38 s. Thus, on these trials, participants were also 
anticipating a delayed reward, but it was not followed by a reset of the PI 
delay on the subsequent trial (and as such, reflected a sub-optimal 
strategy at this delay length). Again, on these Persev trials, we 
modeled the 14-s prior to the button press (− 14 to − 1) – the time period 
in which participants were choosing to wait for the delayed PI reward – 
as well as the 10-s following the button-press in which the PI reward was 
delivered (i.e., feedback message was received; +0 to +10). Finally, as in 
prior models, other button-press events followed by rewards were 
modeled with separate regressors but treated as events of non-interest in 
GLM3. 

General Linear Model 4 (GLM4). As a follow up analysis to GLM3, 
GLM4 also modeled data from run 5, but was only estimated in the 
subset of participants who also completed this run. The key addition of 
GLM4 was that button-press events for the FI reward on run 5 were 
modeled as a separate event-type (Rew40NR), since they were not fol-
lowed by a reset of the PI delay. However, Rew40NR events were again 
modeled with the same TENT function as DofG (and Persev), which 
included the 14-s prior to the reward button press (− 14 to − 1) – during 
which participants waited for the delayed FI reward – as well as the 10-s 
following the button-press during which the FI reward was delivered (i. 
e., feedback message was received; +0 to +10). 

Following GLM estimation, voxelwise beta estimates were averaged 
into cortical parcels according to the Schaefer 400 atlas (Schaefer et al., 
2018) and subcortical parcels via the CIFTI FreeSurfer segmentation (19 
nuclei) (Glasser et al., 2013). Group analyses were then conducted at the 
level of parcels (or aggregated sets of parcels; i.e., “mega-parcels”), using 
t-tests and ANOVAs, with subject treated as a random effect. For 
whole-brain analyses, statistical inference used the false-discovery rate 
(FDR) to correct for family-wise error, whereas for targeted ROI ana-
lyses, a traditional p < 0.05 alpha-rate was set (with Bonferroni cor-
rections applied when multiple tests were conducted). 

3. Results 

3.1. Behavioral results 

The key metric of behavioral task performance was the mean per-
centage of total possible reward ($5.10) that was obtained on each task 
run. Thus, the mean reward across participants (+/− standard 
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deviation) was computed for runs 1–4, the primary runs of interest 
(Fig. 2; run 5 was only included for fMRI control analyses, and so was not 
analyzed behaviorally). Cross-run analyses revealed that the percentage 
of available rewards earned on the first two runs (run 1: 81.6% ± 11.2, 
run 2: 84.8% ± 10.8), during which participants attempted to learn the 
reward-maximizing decision-strategy, was significantly lower than on 
run 3, in which they were instructed to follow the strategy (97.4% ± 1.4; 
vs. run 1: Z = 3.947, p < 0.0001; vs. run 2: Z = 4.018, p < 0.0001). No 
significant differences emerged between the two pre-instructed learning 
runs 1 and 2 (Z = 1.395; p = 0.163). Finally, in run 4, during which 
participants were again free to implement the decision-strategy of their 
choice, performance only slightly declined, and the percentage of earned 
rewards (95.9% ± 5.1) was not significantly reduced from run 3 (Z =
− 0.748, p = 0.454). Conversely, the percentage of earned rewards on 
run 4 continued to be significantly higher than on run 2 (Z = 3.851; p <
0.001) and run 1 (Z = 3.84, p < 0.001), suggesting that the learning had 
been maintained. 

Together, these behavioral results suggest a number of conclusions. 
First, this DofG paradigm is a challenging one, in that participants are 
not able to fully implement the reward-maximizing decision-strategy – 
which involves frequent engagement of DofG responding – even after 
two learning runs. Second, when provided with instructions to follow 
the optimal decision-strategy, participants can do so successfully, even 
when not explicitly told that the strategy is the optimal one. Third, after 
learning the optimal strategy, participants tend to maintain it in a sub-
sequent run, even when provided with the opportunity to again vary 
their decision strategies. 

3.2. fMRI results 

3.2.1. Neural substrates of self-controlled decision-making during DofG 
Our primary focus of analysis was to identify brain regions associated 

with the form of self-controlled decision-making associated with DofG 
behaviors, specifically the repeated choice to wait for a delayed reward 
and forego an available immediate reward, as occurred on CW events. 

These events were contrasted with the intermittent FW control events, in 
which participants also made button-press responses, but with these 
reflecting forced wait periods for delayed rewards (i.e., FW events did 
not indicate the need for a choice or decision). To identify CW-related 
brain activity, we conducted a whole-brain analysis on 400 cortical 
and 19 subcortical parcels of interest, using GLM1, which included runs 
1, 2 and 4 (excluding run 3, in which participants were explicitly 
instructed to follow a specific decision-strategy). A conjunction analysis 
approach (along with 1-sample or paired t-tests) was used to identify 
brain regions satisfied both CW > 0 and CW > FW, using a whole-brain 
0.05 FDR correction to assess statistical significance. 

This analysis identified a set of 80 significant parcels (76 cortical, 4 
subcortical) exhibiting CW-related activity (see Fig. 3; Supplementary 
Table S1 provides a full listing of identified parcels). These parcels 
tended to form contiguous clusters, and prominently included clusters in 
right lateral PFC and right parietal cortex, along with other clusters 
reflecting the cingulo-opercular network (i.e., anterior cingulate cortex/ 
pre-SMA, and anterior insula), left inferior parietal cortex, and visual 
cortex regions. 

Because of this clustering pattern and our a priori interest in fron-
toparietal regions, we grouped the parcels in right PFC (rPFC) and right 
parietal (rPAR) into two “mega-parcels” (Fig. 4a top panel; Supple-
mental Tables S2 and S3 provide a list of included parcels). We then 
assessed the anatomical specificity of the CW-related findings, by 
comparing each with another ROI, that was specified anatomically. In 
particular, we compared the frontoparietal effects (rPFC and rPAR) with 
those observed in ventromedial PFC (vmPFC), as this region has been 
another focus of interest in inter-temporal choice paradigms (Jimura 
et al., 2013; Levy and Glimcher, 2012; Mitchell et al., 2011; Mok et al., 
2021; Peters and Büchel, 2011) and also has recently been associated 
with DofG-type phenomena (McGuire and Kable, 2015). We included a 
similarly sized set of 8 parcels to form a third “mega-parcel” ROI, by 
including those that gave the best coverage of ventromedial PFC anat-
omy (see Fig. 4a, bottom panel; Supplemental Table S4 provides a list of 
included parcels). We then compared the CW effect between fronto-
parietal (rPFC and rPAR) and ventromedial PFC ROIs through a set of 2 
× 2 ANOVAs, with ROI and event-type (CW, FW) as factors. In both 
analyses, a critical ROI x event-type interaction was detected (vmPFC vs. 
rPFC: F(1,21) = 26.0, p < 0.001; vmPFC vs. rPAR = F(1,21) = 28.3, p <
0.001), reflecting generally reduced activity in ventromedial PFC, but 
with this effect most prominent on CW events (Fig. 4b). 

To further assess the specificity and robustness of the frontoparietal 
effects, we then conducted two follow-up analyses. First, we excluded 
the post-instruction run 4, since participants may have used a different 
strategy in this run relative to runs 1 and 2. Even including only runs 1 
and 2, the same CW > FW pattern was observed in rPFC and rPAR (p <
0.001 in both regions), but not in vmPFC (p > 0.1), again yielding a 
strong ROI x event-type interaction [F(2,42) = 18.63; p < 0.001]. Sec-
ond, we contrasted CW and FW activation patterns in the more stringent 
GLM2, which included only the run-4 CW events and run-5 FW events 
that were temporally and conceptually tightly-matched (this analysis 
also only included the subset of 17 participants who performed run 5, 
which is why it was conducted as a follow-up rather than a primary 
analysis). Nevertheless, the results of this analysis also confirmed sig-
nificant CW-related activity in both regions (CW > FW; rPFC: t = 3.71, p 
= 0.002; rPAR: t = 2.56, p = 0.02). 

We next tested for a relationship between brain activity and behav-
ioral indicators of self-control, focusing on rPFC because of its theorized 
key role in this process. In particular, we considered both behavioral 
performance and self-report indicators obtained in run 4, as this was the 
post-instruction run in which participants were free to utilize whatever 
decision-strategy they preferred, comparing with CW-related GLM1 es-
timates (to maximize power, as GLM1 included more trials and the full 
set of participants). A significant correlation was observed between CW- 
FW activation and run-4 performance (Rho = - 0.44; p = 0.041; Fig. 5A). 
Participants who exhibited greater CW-related activation tended to earn 

Fig. 2. Behavioral performance across scanning task runs. Performance shown 
as the percentage of total maximum possible reward obtained in each run. 
Small circles indicate individual participants. Asterisks (+brackets) at the top of 
the figure indicate statistically significant differences in reward earnings across 
runs (i.e., run 3 > run1, run2; run 4 > run 1, run2; run 4 = run 3; run 2 = run 
1). Error bars represent standard error of the mean. NS = not significant. 
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a lower percentage of rewards, suggesting that they experienced greater 
self-control demands on CW events. Consistent with this pattern, par-
ticipants who exhibited higher CW activation also tended to report that 

they varied their decision-strategy more in run 4 (Rho = 0.518; p =
0.014; Fig. 5B). Of course, it is important to note that these results 
should be considered somewhat exploratory, and treated with caution, 
especially given the small size of the sample for individual differences 
analyses, and the truncated range observed for run-4 performance. 

3.2.2. Dissociable reward-related temporal dynamics in ventromedial PFC 
To further investigate the dissociability of ventromedial PFC and 

frontoparietal regions, we explored the reward-related temporal dy-
namics of these regions, in an analysis similar in spirit to ones conducted 
in prior studies of waiting periods in inter-temporal choice tasks (Jimura 
et al., 2013; McGuire and Kable, 2015). In particular, we first examined 
both the anticipatory and post-response activation dynamics observed in 
vmPFC prior to receiving delayed FI rewards. These rewards were ob-
tained only on DofG trials (i.e., following repeated CW events), and also 
indicated the increased rate of reward return for future rewards (since 
they also caused a reset of the PI delay). Through the GLM3 analysis, we 
focused on the timecourse of activity in the 14-s prior to the button-press 
response that led to delivery of the FI reward, and selectively in runs 3 
and 4, when participants strongly adopted the DoG decision-making 
strategy. Strikingly, we observed a pattern of “ramping-up” activity up 
to the point of the button-press, which then rapidly decayed afterwards. 
This ramping-up pattern was confirmed in terms of a significantly 

Fig. 3. Whole-brain activation map. Parcels that exhibited significant DofG effects (CW > 0 and CW > FW), and survived whole-brain FDR correction, are displayed 
projected onto a cortical surface rendering. Color-scale indicates minimum t-tstatistic across the two contrasts. See Table S1 for a full listing of all significant parcels. 
(For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 

Fig. 4. Dissociable DofG self-control 
effects in ROIs. A. Localization of the 
three mega-parcels (red: rPFC, blue: 
rPAR, green: vmPFC) examined in ROI 
analysis. B. Comparison of DofG-related 
effects across the 3 ROIs demonstrating 
that activation patterns are distinctly 
different in rPFC and rPAR compared to 
vmPFC. Error bars represent standard 
error of the mean. ** p-value < 0.001. 
(For interpretation of the references to 
color in this figure legend, the reader is 
referred to the Web version of this 
article.)   

Fig. 5. Brain-behavior relationships in rPFC. Scatterplots display the significant 
correlation between rPFC activity and run 4 rewards earned (panel A), and 
between rPFC activity and run 4 self-reported strategy variation (panel B). 
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positive linear slope during this 14-s pre-reward interval (− 14 to − 1 s; B 
= 0.006; standardized beta = 0.842 p < 0.001; but a negative slope 
during the post-button press period (+4 to +10) (B = − 0.014; stan-
dardized beta = 0.884; p < 0.01). 

We then examined the specificity of this ventromedial PFC pattern of 
reward-related temporal dynamics, by comparing it to that observed in 
the rPFC and rPAR mega-parcels. Interestingly, these regions showed a 
highly distinct pattern of temporal dynamics, in which no pre-reward 
ramping-up pattern was present , but instead a strong post-button- 
press/reward-delivery response was observed (Fig. 6). This pattern 
was confirmed statistically by the absence of a pre-reward (− 14 to − 1 s) 
linear slope in activation of either region (rPFC: B = − 1.22e-4; stan-
dardized beta = 0.043, p = 0.884; rPAR: − 1.41e-4; beta = 0.031, p =
0.916). In a direct comparison between the regions, the average acti-
vation level during the pre-reward (− 14 to − 1) interval was signifi-
cantly greater in ventromedial PFC than either frontoparietal ROI, 
(vmPFC vs rPFC: t = 13.2; p < 0.001; vmPFC vs rPAR: t = 14.7; p <
0.001). Furthermore, this strongly contrasted with the post-reward 
response period, which appeared to peak around +4 s, following the 
button-press. In this window (+4 to +10), activation was significantly 
greater in the frontoparietal regions relative to ventromedial PFC 
(vmPFC vs rPFC: t = − 6.51; p < 0.001; vmPFC vs rPAR: t = − 6.71; p <
0.001). Thus, the temporal dynamics of pre-reward and post-reward 
activity, as well as the CW-related activation profiles, provide a clear 
double dissociation between ventromedial PFC and frontoparietal 
regions. 

To further examine the specificity of this pre-reward activity dy-
namics in vmPFC, we next compared it with that occurring to another 
type of delayed reward. Specifically, we examined trials in which the 
participant adopted a perseverative decision-strategy, continuing to wait 
for the (still long-delayed) PI reward rather than switching to wait for FI 
reward, in order to reset the PI delay. Interestingly, on these Persev trials 
(estimated from runs 1 and 2, which is when they almost exclusively 
occurred), the timecourse of pre-reward (− 14 to − 1) vmPFC activity 
was quite different and did not show the ramping-up pattern (Fig. 7). 
This was confirmed through a parallel linear trend analysis on the pre- 
reward slope, which indicated a non-significant coefficient (B = 5.63e- 
4; standardized beta = 0.0428; p = 0.884). Furthermore, when 
comparing the two trial-types in a regression analysis, the trial-type x 
time-point interaction was significant (− 0.0043; standardized beta =

0.568; p < 0.005). Lastly, a direct comparison of mean activity between 
the two trial-types over this same time window (− 14 to − 1) yielded a 
significant difference (t = 7.51; p < 0.001). 

In a final analysis, we examined vmPFC activation dynamics in a 
more stringent fashion, using GLM4, to selectively compare DofG trials 
occurring in run 4 (post-instruction) with the control comparison trials 
that occurred in run 5. In these latter trials, the FI reward was delivered 
after a matched delay interval (of 40 s), but without the involvement of 
DofG behavior (i.e., there were no CW events in run 5). Moreover, in run 
5, the FI reward was not associated with increased subjective value, 
because there was no PI-reset in this run. Consequently, delivery of the 
FI reward did not indicate an increased rate of reward return in future 
trials, as it did in run 4. Interestingly, however, on these run 5 trials 
(which are termed Rew40NR, since they occurred after 40 s delay, but 
led to No Reset), a pattern of pre-reward “ramping-up” temporal dy-
namics was also present, similar to that occurring on DofG trials. This 
was confirmed by the presence of a positive linear slope in the pre- 
reward time-window (− 14 s to − 1 s) for both trial types (DofG: B =
0.0071; standardized beta = 0.850; p < 0.001); Rew40NR: B = 0.0091; 
beta = 0.847; p < 0.001). Nevertheless, the overall activity was slightly 
reduced in the Rew40NR trials, as evidenced by a direct comparison of 
mean activity in this same time window, across the two trial-types (t =
2.70, p < 0.05). This effect of DofG > Rew40NR activity was even more 
strongly present during the immediate post-reward period (0 to +3; t =
7.39; p < 0.001). This latter finding is suggestive of a differential effect 
of the reward value associated with presentation of the visual display 
indicating reward availability, since for the Rew40NR event this display 
was not indicative of a reset to the short-delay and increased rate of 
future reward returns (whereas it was for DofG events). 

Fig. 6. Activation dynamics prior to and following DofG reward delivery. 
Extracted peri-event time-course (from GLM3), demonstrating a double- 
dissociation in activation patterns observed among vmPFC (black line), rPFC 
(blue line), and rPAR (green line). Specifically, vmPFC dynamics exhibit a 
“ramping-up” pattern of activity, occurring prior to delivery of the FI reward on 
DofG trials (− 14 to − 1), but a decrease in activation following the button-press 
(+4 to +10), when visual feedback information was presented. In contrast, 
rPFC and rPAR show no evidence of pre-reward activation (− 14 to − 1), but 
instead exhibit a strong button-press/reward feedback response (+4 to +10). 
(For interpretation of the references to color in this figure legend, the reader is 
referred to the Web version of this article.) 

Fig. 7. Activation dynamics prior to and following reward delivery for different 
event types. Extracted peri-event time-courses comparing activation patterns 
observed on DofG trials (black line; occurring in runs 3 and 4) with that 
observed on Persev trials (blue line; occurring in runs 1 and 2, and estimated in 
GLM3), and on Rew40NR trials (green line; occurring exclusively on run 5, and 
estimated in GLM4). The pattern of “ramping-up” activity observed on DofG 
trials was not present on Persev trials (in which a sub-optimal decision-strategy 
was adopted of continuing to wait for a long-delayed PI reward that would not 
produce a reset). A similar, but slightly reduced ramping-up activity pattern 
was observed on Rew40NR trials (which involved waiting for the same 40-sec 
delay period for the FI reward, but also did not produce a reset), but the activity 
decreased rapidly during the immediate post-reward period (+0 to +3) in 
which the visual display indicating reward delivery was presented. Note that 
the DofG timecourse from GLM3 is displayed for illustrative purposes, but 
statistical comparison of DofG and Rew40NR timecourses came exclusively 
from GLM4 (see Supplemental Fig. S1 for timecourses based on GLM4). (For 
interpretation of the references to color in this figure legend, the reader is 
referred to the Web version of this article.) 
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4. Discussion 

The primary goal of this study was to provide initial validation of a 
new experimental neuroimaging paradigm for investigating DofG effects 
in healthy young adults. Although DofG phenomenon are of key interest 
from both the perspectives of economic decision-making and executive 
control (Casey et al., 2011; Drobetz et al., 2012; Fehr, 2002; Loewen-
stein et al., 2003; Metcalfe and Mischel, 1999), they have been almost 
completely neglected in experimental and neuroeconomic studies of 
adult populations (in contrast to the developmental literature, where 
such phenomena have been widely examined through the “marsh-
mallow task” and related paradigms; Mischel et al., 1989; Tobin and 
Graziano, 2010). This is because, unlike related inter-temporal choice 
phenomena, such as temporal (delay) discounting, the key differenti-
ating feature of DofG paradigms is the requirement to repeatedly make 
“choose to wait (CW)” decisions for a delayed reward, even when an 
immediate reward is available. Here, utilizing our novel DofG paradigm, 
which features the ability to isolate CW events, as well as the activation 
dynamics that occur during waiting periods for delayed rewards, we 
provide the first evidence that these waiting periods both engage and 
dissociate brain regions linked with cognitive control and reward 
valuation functions. 

In particular, the results from the current study yielded a number of 
key findings. First, we found that CW events were associated with 
increased activation of cingulo-opercular, and most notably right- 
lateralized fronto-parietal regions (rPFC and rPAR). Second, in rPFC 
we found that individuals who exhibited the strongest CW-related 
activation tended to both earn less rewards and report the most varia-
tion in their decision-making strategy, suggesting that they experienced 
greater self-control demands. Third, in the vmPFC, a doubly-dissociable 
activation pattern was observed (relative to rPFC and rPAR), in which 
ramping-up dynamics occurred during DofG periods, but there was no 
direct response to CW events, when these occurred. Finally, in tightly 
matched control trials (Rew40NR), that involved delayed rewards but 
no additional subjective value (because they did not involve a reset, to 
an increased rate of future reward return), the ramping-up pattern in 
vmPFC was attenuated and decreased rapidly when the reward display 
was presented. Together, these findings, which we discuss further 
below, provide strong validation of the utility of this new DofG para-
digm for exploring key inter-temporal choice phenomena related to the 
dynamics of self-control and reward valuation. 

One of the most important contributions of the current study is the 
finding of fronto-parietal activation occurring on CW events in healthy 
young adults. This finding supports and extends prior studies examining 
inter-temporal decision-making tasks, in which activation of both lateral 
PFC and parietal cortex has been consistently observed (Carter et al., 
2010; Crockett et al., 2013; Peters and Büchel, 2011; Scheres et al., 
2013). Moreover, a variety of studies in this literature have demon-
strated the importance for lateral PFC in particular (both dorsolateral 
and anterior regions) for self-controlled decision-making, in which 
participants select delayed rewards over immediate ones, when these 
are of higher value (Figner et al., 2010; Jimura et al., 2013, 2018). 
Nevertheless, in these tasks, waiting periods are almost never directly 
experienced, and even in the rare studies that have examined neural 
activity dynamics occurring during such periods (Jimura et al., 2013; 
McClure et al., 2007; Tanaka et al., 2020), there was not a requirement 
to make active choices to continue waiting (i.e., choose to wait; CW). 
The one exception was the study by Crockett et al (2013) in which 
participants could choose to end the waiting period, and receive the 
lower value reward; yet they did not have to make continued active 
choices (e.g., button-presses) to continue waiting. Thus, our results 
provide some of the first direct evidence that explicit CW actions are 
associated with increased activation in lateral PFC, as well as inferior 
parietal and cingulo-opercular regions that together comprise the 
well-established brain networks subserving cognitive control. Further, 
another advantageous aspect of the study design and analytic approach 

was the use of tight experimental controls, such as the inclusion of FW 
events, which are well-matched to CW events, particularly in the focused 
analyses that were restricted to runs 4 and 5. This lends confidence to 
the interpretation that the CW analyses successfully isolated the cogni-
tive control demands associated with DofG decision-making. Conse-
quently, the successful validation of our novel DofG paradigm in this 
study supports its further utilization as a neuroeconomic tool for 
investigation of the relationship between cognitive control and 
value-based decision-making. 

Our results also contribute to the literature on the role of vmPFC in 
the subjective valuation of rewards. Similar to a few prior studies, we 
observed a ramping-up pattern of vmPFC activity, as participants waited 
for the delivery of a delayed reward (Jimura et al., 2013; McGuire and 
Kable, 2015). Yet, in the current study, we were also able to contrast 
vmPFC activity while waiting for DofG rewards, which were associated 
with the increase in subjective value of future rewards (i.e., reward rate 
increased after DofG reward delivery, since such rewards were associ-
ated with a reset of the PI reward delay), with the waiting period for 
other types of delayed rewards that were either associated with a 
decrease (Persev trials) or no change (Rew40NR trials) in future reward 
subjective value. Critically, we found subtle differences in the observed 
pattern of vmPFC activity dynamics across these conditions. Specif-
ically, on Persev trials, while participants sub-optimally waited for long 
delayed reward that decreased future reward subjective value, vmPFC 
activity did not show the characteristic ramping–up pattern. Interest-
ingly, on Rew40NR trials, when participants waited for a delayed 
reward that was also not associated with a reset, such that future sub-
jective reward value remained unchanged (but did not decrease either), 
the vmPFC ramping-up pattern was observed during the waiting period, 
but instead reward receipt was associated with a rapid decrease in ac-
tivity, rather than the more sustained activation pattern observed during 
reward delivery on DofG trials. Taken together, these findings support 
an interpretation in which vmPFC encodes subjective reward value in a 
dynamic, time-varying fashion. Moreover, the vmPFC representation of 
subjective reward value appears to be sensitive to not only the delivery 
of immediate, upcoming rewards, but also to the full reward context, 
which includes the extended time horizon of expected summed future 
rewards. 

The observed results are thus consistent with, but also extend the 
findings of both Jimura et al. (2013) and McGuire and Kable (2015), 
who also observed ramping-up activity dynamics in vmPFC as partici-
pants waited for delayed rewards. Our results extend the findings of 
Jimura et al. (2013) from the domain of DD tasks to that of DofG par-
adigms. In particular, the key distinction is that in Jimura et al. (2013) 
the waiting period was fixed following an initial decision to select the 
delayed reward, and so did not reflect active decision-making to keep 
waiting. Thus, in DD paradigms such as Jimura et al. (2013), the 
ramping-up vmPFC activity could have reflected temporal predictions 
regarding the time left to wait, rather than the explicit estimated reward 
value of waiting. In contrast, in the current study, when participants 
waited for a delayed reward, vmPFC only exhibited the ramping-up 
pattern when the upcoming reward delivery was not associated with a 
decrease in future subjective reward value (as occurred on Persev trials). 
Thus, our results go beyond Jimura et al. (2013), in demonstrating that 
dynamic vmPFC activity patterns may reflect not only the immediate 
upcoming reward, but rather represent the estimated future reward 
value over a longer time-horizon that can extend for multiple trials. 

In this respect, our results are more similar to those obtained by 
McGuire and Kable (2015), who also examined vmPFC activity dy-
namics in a DofG-like willingness-to-wait paradigm. In McGuire and 
Kable (2015), vmPFC activity dynamics differentiated between high 
persistence environments, in which the optimal strategy was to continue 
to wait for a delayed reward, from low persistence environments, in 
which the optimal strategy was to quit waiting after a certain time 
period had elapsed. In their findings, similar to our own, the ramping-up 
vmPFC activity pattern was only observed when continued waiting was 
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the optimal strategy to pursue. Likewise, consistent with McGuire and 
Kable (2015), we found clear dissociations between the activity dy-
namics of vmPFC and fronto-parietal regions, since in both studies the 
latter set of regions showed activity modulation associated with explicit 
decision-making. However, in contrast to McGuire and Kable (2015), we 
observed fronto-parietal decision-making activity that was more 
consistent with classic DofG scenarios. Specifically, whereas in McGuire 
and Kable (2015) activity in fronto-parietal and cingulo-opercular re-
gions increased in anticipation of “quit” decisions, in the current study 
activity increased in these regions when participants made active de-
cisions to keep waiting, a pattern which is more consistent for a theo-
retical role for these regions in mediating self-controlled choices. One 
potential reason for this discrepancy is that McGuire and Kable (2015) 
explicitly focused on the subset of conditions for which the decision to 
quit waiting was the optimal choice. 

Our study also extends the findings of McGuire and Kable (2015) by 
including a no-reset control condition. This condition provided the op-
portunity to examine neural activity dynamics during trials for which 
the optimal decision is to wait for a delayed reward, but this waiting 
activity is not associated with an increase in future reward value. Under 
such conditions we found a rapid decrease in vmPFC activity during the 
period of reward delivery, providing novel evidence that vmPFC is 
sensitive to not only the value of the immediately obtained reward, but 
also the impact of current reward attainment on future reward value. In 
this manner, the current results provide even stronger evidence that 
vmPFC valuation processes convey a detailed representation of 
higher-order task structure, that includes not just the current trial but 
the full task environment and associated reward timing statistics (Daw 
et al., 2012; Hampton et al., 2006; Iigaya et al., 2020). 

The findings provided by the current study provide a strong foun-
dation regarding the neural mechanisms that give rise to DofG phe-
nomena and behavior that can be readily extended in further studies. 
One important direction would be directly compare the patterns 
observed during DofG paradigms such as this one, with that occurring in 
the more well-established DD paradigms. Designs such as the one uti-
lized in Jimura et al. (2013) provide an obvious one for useful com-
parisons, since they both permit examination of vmPFC activity 
dynamics during waiting periods. The use of a within-subjects design, 
including both conditions, would allow for direct comparisons of vmPFC 
and fronto-parietal activity to be made. Given the strong focus on 
variability and individual differences observed in inter-temporal choice 
behavior (Peters and Büchel, 2011), a key question of interest is whether 
variability in activity patterns are correlated across individuals, and 
whether such variability predicts both DD and DofG choice behaviors. 

Another focus of the DofG literature has been on the issue of temp-
tation (i.e., “hot” self-control); that is, whether affective biases associ-
ated with immediately available and consumable rewards provide 
stronger demands and interference on engaging self-control processes 
(Metcalfe and Mischel, 1999). In this initial validation study with the 
paradigm, we used purely monetary rewards, as these are the ones most 
frequently utilized and easy to implement in neuroeconomic studies of 
decision-making with adult participants. Moreover, for human adults 
enculturated in modern society, feedback indicating the acquisition of a 
monetary reward is likely to have a similar psychological and neural 
impact as consuming a primary reward (Carter, 2014). On the other 
hand, primary consumable rewards are thought to be conceptually and 
experimentally distinct from monetary rewards, along a number of di-
mensions (Beck et al., 2010; Krug and Braver, 2014). These issues could 
be directly examined with the DofG paradigm, as it could easily be 
adapted to incorporate delivery of primary or social rewards (e.g., 
appetizing foods or liquids, affectively evocative images, etc; cf., 
Crockett et al., 2013; Jimura et al., 2013) instead of monetary ones. Such 
a manipulation might increase visceral engagement and the temptation 
components of the paradigm, and enable investigation of whether such 
components differentially impact choice behavior and activation in 
vmPFC and frontoparietal regions. Conversely, there has also been 

increased recent interest in the role of aversive motivation on cognitive 
control, and on paradigms that “bundle” together aversive with appe-
titive incentives (Yee et al., 2022). To incorporate this component into 
the task, choose-to-wait decisions could be (probabilistically) associated 
with aversive incentives or small punishments (e.g., delivery of un-
pleasant liquids, or mild shocks) to determine the impact that such in-
centives have in reducing DofG reward value (e.g., potentially by 
trading them off against increased monetary rewards). 

At a more theoretical level, the current experimental paradigm, like 
other inter-temporal choice paradigms, such as the one utilized by 
McGuire and Kable (2015), highlights the strong parallels between DofG 
and foraging scenarios. Indeed, the original paradigm by Hackenberg 
and Axtell (1993) from which ours was adapted, was explicitly designed 
to examine contexts involving diminishing returns, which are a core 
feature of many foraging environments. Further, in such environments 
and paradigms, theoretical accounts involving the marginal value the-
orem and other formulations of optimal behavior, have been found to be 
valuable for explaining and predicting behavior (Charnov, 1976; Faw-
cett et al., 2012), and these were adapted for use here as well. Moreover, 
as in the current study, experimental work examining the neural 
mechanisms underlying foraging-type decisions, have found evidence 
that more strongly implicates brain regions linked to cognitive control, 
such as frontoparietal and dorsomedial PFC (e.g., anterior cingulate 
cortex), rather than regions associated with value-based decisions, such 
as vmPFC (e.g., Genovesio et al., 2014; Hayden et al., 2011; Kolling 
et al., 2012). 

Our initial validation efforts were aimed at demonstrating that key 
DofG phenomena and neural activity patterns could be observed in 
healthy young adults, as this represents a clear gap in the literature. 
However, the paradigm can be readily extended by studying other 
populations of interest. In particular, our prior behavioral work has 
demonstrated clear age differences in this paradigm, with older adults 
exhibiting a reduced tendency to utilize DofG decision-making strate-
gies, even though they were clearly able to implement these when 
instructed (Lamichhane et al., 2020). Given that older adults are also 
well-established to exhibit age-related decline in cognitive control 
functions (Braver and West, 2008), an obvious hypothesis is that this 
behavior would be linked to reduced activity on CW trials in 
fronto-parietal regions. Likewise, the incorporation of an age-group 
manipulation would introduce greater behavioral variability across 
participants in task performance, which could provide the opportunity 
to test for brain-behavior correlations similar to what we observed in 
this initial study, but with greater sensitivity and robustness. Indeed, the 
DofG paradigm that we have developed could be fruitfully investigated 
in a range of populations that have been associated with impaired 
cognitive control, but also for which dysfunctional interactions between 
motivation and cognitive control systems are suspected (e.g., ADHD, 
schizophrenia, depression, Parkinson’s). 

5. Limitations 

It is worth noting limitations associated with our study design and 
findings, some of which could be best addressed with the extensions 
described above. Probably the most critical limitation of the current 
study was its smaller sample size, which though scientifically appro-
priate for an initial neuroimaging study of this type, utilizing a novel 
experimental paradigm, was not well-powered to rigorously examine 
individual differences and brain-behavior correlations. In addition to 
replication with a larger sample, as described above, comparisons with 
populations for which behavioral variability is thought to be greater, 
could provide greater sensitivity to detect such effects. Another impor-
tant limitation of the study relates to the core feature of DofG paradigms 
and phenomena in the tendency to “defect”, or quit waiting for a delayed 
reward, even after an initial intention to do so. In the current results, we 
did not observe this type of defections, or quit decisions; thus, there was 
no opportunity to contrast these decisions in terms of choice-related 
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activity in fronto-parietal and/or vmPFC regions. As described above, 
the pairing of aversive incentives with CW events would likely increase 
the likelihood of defections, and as such could be an important extension 
to the basic paradigm. 

Finally, in principle, our paradigm also provides the opportunity to 
examine learning processes related to the utility of DofG decision- 
making, and indeed this has been a primary focus of prior behavioral 
studies (Hackenberg and Axtell, 1993). However, in the current study 
we did not see strong evidence of learning during the pre-instruction 
phase of the task (i.e., runs 1 and 2). Modifications to the paradigm 
could eliminate the instruction phase (i.e., run 3) to allow more op-
portunity for learning processes to emerge. We chose not to utilize this 
approach in the current study in order to increase the number of pure 
DofG events that could be examined (i.e., when participants followed 
the DofG strategy in a near optimal manner), even though these were 
mostly observed only in the post-instruction period. Thus, an alternative 
approach would be to instead extend the post-instruction phase, by 
eliminating the learning phase altogether (i.e., making the instruction 
phase either the first run, or even practiced outside the scanner). This 
latter extension would also provide the opportunity to investigate 
whether decision-making strategies are stable across multiple runs, or 
rather exhibit some form of goal neglect, as has been observed in other 
decision-making paradigms (at least in older adults), for which explicit 
strategy instructions are provided (Westbrook et al., 2012). 

6. Conclusion 

Limitations of the current study design notwithstanding, the results 
obtained here clearly demonstrate the potential of our experimental 
paradigm to elicit core neural phenomena associated with DofG be-
haviors in healthy young adults. These include both the decision-related 
engagement of fronto-parietal regions reflecting the cognitive control 
demands of actively choosing to continue waiting for a delayed reward, 
as well as ramping-up activity dynamics in vmPFC reflecting the 
dynamically evolving representation of future subjective reward value. 
The current results highlight the promise and potential of continued 
investigations into the neural mechanisms that give rise to DofG be-
haviors, as well as the conditions under which such behaviors can break 
down in different populations. 
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